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Abstract

To the extent that they exert a critical influerare the macroeconomic environment, monetary
and exchange rate policies (MERP) are relevanté»elopment. However, the analytical economic
literature often sees nominal variables as beirgeivant for the real economy, while the multigici
of channels examined by the empirical literaturenplicates the task of deriving usable policy
implications.To tackle this development dimension, we focus leaspects that we consider more
relevant to the policy design from the perspecti’a small open economy. Specifically, this chapter
attempts to answer the following question: What haxge rate regime and monetary policy
framework is more conducive to achieving developmaolicy objectives in a particular country
today, and why? We map the direct and indirectsliftkm MERP to key development objectives, and
discuss the main findings and how it relates wite empirical evidence to provide an up-to-date
perspective of the policy debate and derive catér policy choices.
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1. INTRODUCTION

How to achieve a stable, sustainable, and equitabtmomic growth is the defining question in
development economics. Unfortunately, a clear ansavéhis question has proved to be as elusive as
the question is important, not the least becauseally any decision that policy makers make can be
argued to have an effect on at least some of th mevelopment dimensions. Monetary and
exchange rate policies (MERP), the subject of ¢hespter, are no exception to this rule. Becausg the
determine, to a great extent, the macroeconomicra@maent in which the economy operates, its
relevance to development appears to be quite naBuwéa the analytical economic literature has not
been supportive of this connection: nominal vagabdre often considered as irrelevant for the real
economy in the long run. Moreover, even in the vasty of work that explores this link empirically,
the multiplicity of country-specific channels thatve been proposed—and usually examined
separately—make the task of deriving usable paanclusions rather arduous.

As we will argue below, the choice of MERP not ohBs a direct implication on the evolution of
key nominal variables of the economy (prices, thehange rate) and, as a result, on output voiatilit
and the financial sector—which, in turn, may haveedfect on policy objectives such as output
growth and income distribution, but it may alsoeatfmany other variables that are only somewhat
related to monetary issues. For example, stablbagyge rates may foster trade, or feed into financia
fragilities as it undermines the incentives of dgdn hedge against currency risk. It is theseraudi
relations that explain, for example, why the adaptf the Euro was—at least officially—predicated
on its potential trade gains rather than on theebisnof a monetary anchor; or why the preferemge f
nonpegged regimes is argued on the need to elgtly speculative currency attacks.

To tackle such a broad range of topics would beossjble without narrowing down the scope to
a subset of issues that can be meaningfully covesigun the space constraints imposed by this
chapter. To meet this objective, we will focus be taspects that we consider more relevant in the
design of a development policy from the perspectf@ policy maker in a small open economy.
Specifically, our exploratory trip will by orientetd answer the following question: What exchange
rate regime and monetary policy framework is mooadtcive to achieving development policy
objectives in a particular country today, and wiBgtause the answer to this question cannot ignore
the current external and domestic scenario, or dtnectural characteristics of the country, our
exploration will yield criteria for policy choicesther than one-size-fits-all recipes.



1.1. Do nominal variables matter for development?

Before getting into the crux of the matter, it isetul to revisit the broader methodological debate
spurred by the overarching theme of the link betwa@minal and real variables in open economies. A
good starting point is the so-called “classicahdiiomy,” which argues that nominal variables have n
lasting effect on the real economy, beyond, magbert-run output fluctuations. If so, it would be
inconsequential whether countries choose fixedlaatihng regimes because price flexibility would
make nominal variables irrelevant in the long rAh.most, it would be argued in this context that
monetary policy and the evolution of nominal agateg will be related to the choice of the inflation
rate, which in turn could have an effect on ecomoperformance; any other channel would be
obliterated in such a framework. Notice, howeveat tthis argument is in stark contrast with the
relevance assigned to MERP in policy discussionggres the choice of exchange rate regimes and
monetary policy frameworks are considered critical+reflection that the perfectly flexible and
frictionless classical world is not a complete sgantation of reality.

Nevertheless, the skeptical classical view on #&levance of MERP has found some support in
empirical work. In a classical reference, Baxted @&tockman (1989) looked at the time series
properties of several macro variables and fountttier change over time showed little relationhwit
the choice of exchange rate regimes. They ackngetkthat the real exchange rate appeared to move
more under floating arrangements, but this did aftéct the behavior of real variables. Backus and
Kehoe (1992) also looked at the properties of dupd prices over the whole of the twentieth cgntur
and found that the properties of business cycles hamained fairly constant regardless of the
changing exchange rate regimes, and in spite ofdttethat the evolution of price levels did exhibi
significant differences, particularly before anteafWWII. A similar result was found later by Flood
and Rose (1995), who argued that there was litfexteof exchange rate regimes on the volatility of
output, stock markets, or even monetary policy.sTwiork, however, focused on industrialized
countries and is thus of relative use for policykera in developing economies as we will see below.

The view that nominal variables are irrelevant hasn the premise underlying a large literature
on real models that simply do not include MERP asele@vant dimension to understand open
economies, but these models have had only minoireadpsuccess in describing the business cycles
in the developing world (see Box 1). This is notpsising, since prices are generally less than
perfectly flexible (particularly, when it comes fwice cuts) and markets are generally less than
perfectly efficient.

Box 1. Real Models



The classical dichotomy provides the justificatfon a large body of literature known as real models
that include no reference whatsoever to monetargxzshange rate policies. In recent years “real
models” have become a synonym of a large class adfefa representing the “real business cycle
approach” pioneered by Kydland and Prescott (128@) extended to open economies by Backus,
Kehoe, and Kydland (1992). The innovation of themelels is that they claimed to be able to replicate
the patterns in output and main macroeconomic besaat business cycle frequencies, thus providing
further support for the classical view.

Typically, these models postulate an economy witlrepresentative intertemporal-utility-
maximizing consumer that faces a labor-leisure @hdin the closed economy version, the consumer
decides how much to save and invest, and the systeshocked by productivity disturbances that
drive the dynamics. In open economies, however répeesentative consumer can also trade goods
and financial assets with other countries. The temiutechnique which consists of looking for the
central planner solution is tantamount to assumaegess to complete financial markets. The
methodology consists in simulating an economy suligeshocks (which bear some resemblance with
those in the real world), deriving the rationalp@sse of optimizing agents, and contrasting the
statistical properties of the solution with thosetime data. While highly elegant, and relatively
successful in closed economies, the models havierpexd poorly in open economies. Investment
tends to move dramatically in response to chang@saductivity across countries, while the finahcia
structure implies consumption levels that appeabdatoo correlated across countries. In addition,
while output across countries typically is posilweorrelated, the models deliver a negative
correlation. Mendoza (1991) provides a canonicaliegtion to small open economies, but again he
needs to assume a large cost of adjustment fosiment in order to obtain reasonable results.

While it is true that this framework has had lifgdewer to explain the overall macro data in open
economies, this does not mean that the exercigesaruseful. Sometimes these poor results are
somewhat helpful in suggesting relevant deviatifsos the canonical basic structure. For example,
Neumeyer and Perri (2004) show that in small opEmemies shocks to the risk premia help explain
the volatility of outputs seen in a standard emmggeconomy, and Chari, Kehoe, and McGrattan
(2005) show that in sudden capital account reversateal model suggests an output expansion, and
not an observed contraction—a result that can bd tsargue that it is not the capital revepsal se
that accounts for the decline in output observedhigse episodes but its combination with, for
example, the use of tradables in the productiorctfan, or the typical balance-sheet borrowing
constraint popularized in the third generation ency crisis models.



In fact, price rigidities are the key assumptiornibd the Mundellian view of the role of exchange
rates. In a seminal contribution that kick stantdtht has since been known as the theory of optimal
currency areas, Mundell (1963) argued that exchaatge flexibility was useful both as a shock
absorber and as an expenditure switching instrurzeattain internal balance. Mundell argued that
countries should weigh these benefits against éimesgf stable exchange rates that reduce the absts
international trade (both due to reduced transactasts and price uncertainty). In his setup, tiag
from fixing are enhanced by openness (becausaliices the needed exchange rate adjustment: the
larger the trade share, the easier it is to accamameoexternal shocks without major changes in
relative prices) and labor mobility, or fiscal ted@rs (which make up for price rigidity, facilitag
income smoothing within the currency area). Sirhjlaconcentrated trade with a single partner
increased the benefits of fixing vis-a-vis this tpar's currency, because it maximized the trade
benefits of exchange rate stability. On the othdreme, volatile terms of trade called for greater
exchange rate flexibility to facilitate adjustmetdsreal shocks. Most of these predictions, as e w
see below, are broadly validated by the data. Wltihy, in Mundell’'s world, MERP amounted to a
tradeoff between output smoothing and trade ¢ains.

While highly popular among policy makers, this aggoh has been criticized in academic circles
for its sometimesad hoc assumptions and imprecise welfare implications.er@eming these
weaknesses has been the agenda of a large lieethatrhas attempted to rescue the main intuitbbns
the paradigm, in models which provide explicit mfoundations for price rigidities in a world of
optimizing rational agents. In a nutshell, the ré@ynesian models in international finance typically
consist of three equations: a dynamic IS curvehiipB curve, and a policy reaction function. Tige |
curve is derived from the Euler equation of consumaximization, where aggregate demand matters
because the model assumes monopolistic competitiiereas the Philips curve is built on the
assumption of price rigiditieSMonetary policy, in turn, is usually representsda interest rate rule.

2 Later developments, including Dornbusch’s famoarshooting model (Dornbusch, 1976), broadened the
applications of the model to the workings of foreexchange and financial markets.

% A popular choice to model this price rigidity igl@o’s (1983) price staggering mechanism. In Calvobdel
firms are allowed to change prices randomly, buteahey do so, they do so rationally anticipatimg t
conditions of the economy during the period in varticey think the price will be relevant. Becausarae
opportunities appear stochastically and indepemgantoss firms, it means that a constant fractibfirms
adjust their prices in each period, making theelével a smooth variable that changes only oves.tiA
simpler structure (assuming that prices have tedb@ne period in advance) are used in ObstfeldRagbff
(1995), the first fully fledged general equilibriumrodel with price rigidities applied to the intetioaal



Because these models have well-defined objectinetifions they allow for precise statements on
welfare, a key step to evaluate policy. With theselels, the literature has come full circle, recowge
the main tenets of the Mundellian approach, but m@sived in coherent, fully specified general
equilibrium modelé. More importantly, their emphasis on price rigieitiand financial frictions sets
the stage for a more realistic approach to the nahreal link in the developing world.

To organize our presentation we need to distingbistaveen two aspects that have been at the
center of the empirical literature, as it movedirmmdustrial economies to a broader set of coustrie
First, the measurement or MERP, understood as dheypmaker’s reaction function, as opposed to
the simple characterization of variables such asinlkerest rates or the exchange rate. Second, the
precise identification and testing of the (directirdirect) channel through which MERP may exert
their influence on the policy objectives.

In line with the implicit definition of the developent problem proposed in the beginning of this
chapter, we will focus on the following developmerdlicy objectives that have been recurrently
discussed in the literature: stable output growtice stability, and equitable distribution. Hownca
MERP be characterized and how does it affect ed¢hese policy dimensions? We approach these
two questions in turn. We start in Section 2 witbamceptual characterization of exchange rate and
monetary policies, including a critical survey betmany alternative classifications of exchange rat
regimes that have appeared in recent years. Ino8egtwe map the various channels linking MERP
with development objectives, and survey the emglirievidence on each of them. Once MERP
measurement and links to development objectivepmagerly discussed, in Section 4 we revisit the
development policy question, bringing together tlie@and evidence to distill some criteria to help
determine the optimal exchange rate/monetary poticy

framework. See also Obstfeld and Rogoff (2000),cBatta and van Wincoop (2000), Betts and Devereaux
(2000), and Corsetti and Pesenti (2001).

* These neo-keynesian models have come a long wayifs closed economy versions (Woodford, 2003).
Following the initial lead of Calvo (1983) and kisrk on stabilization (to which we come back beloiw)
applications to macro model building by Kollman®@2) and Chari, Kehoe and McGrattan (2002). Other
relevant references include McCallum and Nelso®@20Corsetti and Pesenti (2005), Clarida et 1012
2002), Schmitt-Grohe and Uribe (2001), Kollman (2Q@®arrado and Velasco (2002), and Benigno and
Benigno (2003) among others.



2. WHAT DO WE TALK ABOUT WHEN WE TALK ABOUT
MERP?

To summarize something that will become clear & ¢hd of this chapter, the characterization of
MERP in the real world is plagued by definitionalameasurement problems that make any particular
definition quite controversial. Hence, to analyaetlier, we need to be precise about what we
understand by MERP. To that end, it is useful trtsirom the two-way scheme proposed by the
International Monetary Fund.

The scheme for the latest period available onlind& IMF website (mid-2006) is reproduced in
Table 1. The rows indicate tlexchange rate regimevhich range from no national legal tender to
fully floating exchange rates, spanning the stashdlaree-way classification: pegs, intermediates, an
floats. The columns characterize thenetary policy frameworlccording to the target of choice for
monetary policy (the exchange rate, the monetagyeamtes, or the inflation rate). This reflects the
fact that monetary policy has often been defineterms of “nominal anchors,” namely, a nominal
variable that the Central Bank chooses to be kdftiwa predetermined range as a means to
anchoring expectations about the evolution of naiimariables, in general.

Predictably, the table shows a strong correlatietwben the exchange rate regime and monetary
policies, as reflected by the fact that countrisdtto cluster along the diagonal. Countries that f
their exchange rate naturally choose the exchaatgeas the nominal anchor. Conversely, countries
that opt for a flexible exchange rate arrangemgpitally choose an alternative nominal anchor.

However, the correspondence between exchange mdtenanetary policies is far from perfect.
There are many different degrees of exchange matemitments among those countries that use the
exchange rate as nominal anchor, and there amaatitee anchors used by countries that favor more
flexible exchange rate regimes. In some casesglassification is unclear as the entry in the upper
right quadrant indicates: the euro area could lzadterized as a fixed regime vis-a-vis other union
members, and a float vis-a-vis the rest of the &kd8hould that be included in the fix or float gpGu
More generally, classifying regimes has proved ballenging as to span a small literature on
alternative methodologies and their empirical ircgions.

2.1. Classifying exchange rate policies

® The classification reflects the subjective assessnof IMF country economists of thde factopolicies
conducted in the country. We describe and compseahd other MERP classifications later in thiapter.



Few economists would contest the textbook definitad canonical exchange rate regimes: fixed
regimes involve a commitment to keep the nomingharge rate at a given level (typically, through
central bank purchases and sale of foreign curjeflogting regimes imply no market intervention by
the monetary authorities and, therefore, an exahaaig that moves according to market forces t fin
its equilibrium (which could tautologically be deéd as that induced by market forces in the absence
of intervention).

Reality, as hinted in Table 1, is much more nuan¢tardly any textbook float can be found
among developing countries, and the empirical mititbn between alternative nonpegged regimes is
not always clear. Moreover, actual policies oftendt to differ significantly from stated intentioror
example, it is not unusual that a country thatcidfly announces a fixed exchange rate adjusts its
parity if it finds the constraints imposed by thegp(on monetary policy or economic activity) too
taxing. By the same token, there are situationghith a country that commits to a flexible exchange
rate may choose to intervene in the foreign exchangrket to dampen exchange rate fluctuations.
There is vast anecdotal evidence on both behawarsexample, realignments have been a pervasive
feature of fixed exchange rates in emerging ecoasyrand some countries which claimed to run a
floating regime have exhibited very stable excharages (e.g., El Salvador prior to its unilateral
dollarization).

Figure 1 shows the distribution of monthly changethe exchange rate among fixers and floaters
classified according to the IMFde jureregime classificatioA.As can be seen, mamle jure pegs
display large monthly exchange rate variations,levimany floats exhibit very little exchange rate
variability (Figure 1)’ The same can be said of the change in reserveite \dfre would expect this
change to be smaller under floating regimes, tts#ridution of changes between floats and fixes
(again, as defined by the IMF) is virtually indigguishable (Figure 2).

This weak link between the variable that supposeatiyines the regime and the official
classification has led to the development of adewe classifications. In all cases, these attempts

® The IMF’sde jureclassification, sourced from Ghosh et al. (206&)roduced the regimes officially informed
by the countries’ monetary authorities and wasatitoued in 2000.

" Arguably, while a mobile exchange rate is in dintradiction with a peg, limited variability d®aot
necessarily contradict a float, since exchangestatgility may simply reflect a stable environmeéffie come
back to this identification problem below.



relied, to different degrees, on policies obsereedi as such have been dubbdedactoclassifications
of exchange rate regimes. Table 2 succinctly dessrihe most widely used classificatins.

These new classifications go from the textbookdiway taxonomy (float-intermediate-fix) to
more nuanced groupings that distinguish specificdafibes (such as the Reinhart-Rogoff
classification), and use to different degrees,ralination of statistical methods and reliance adin
jure classification. In their original paper, Ghosh,lé&y Ostry, & Wolf (1997), for example, simply
“corrected” thede jureclassification by excluding from the peg groupauntries that had more than
one exchange rate realignment (in the parity ah&nbasket weights, depending on the case) during a
calendar year. In Ghosh, Gulde, and Wolf (2003¢ytmove further away from the original IMF
coding to compute ascore variable which combined the mean and vagiaienonthly depreciation
rates and then mapped this continuous score imee tie factoregimes (pegged, intermediate, and
floats). Reinhart and Rogoff (2004) verified thengatibility of thede jureregime with the observed
one; if this was found to be incompatible, theysslaed according to the volatility of the nominal
exchange rate, identifying fixers with stable pasitand floaters with more volatile parities. Other
relied on purely statistical methods. Levy YeyatidaSturzenegger (2001, 2005) computed the
volatility of reserves and the nominal exchange,rahd then used cluster analysis to group coasntrie
those with high exchange rate volatility and litdserves volatility go into the float cluster; seowith
high reserves volatility and little exchange ratdatility were assigned to the fix cluster, andgho
with moderate to high volatility in both dimensionsre assigned to the intermediate cluster.

The key question when assessing alternative deststins is to what extent they capture
appropriately the nature of exchange ratdicy as opposed to the statistical behavior of exchange
rates. As summarized in Table 2, many recent dieasons have largely relied on the volatility of
nominal exchange rates, paying no attention tektent of policy intervention. As a result, couasri
with large movements in nominal exchange ratesygieally classified as floats regardless of whethe
or not the authorities make efforts to reduce ergbaate volatility. Conversely, stable countriggw
little volatility are often classified as pegs ipite of little or no intervention. But, as illusted in
Figure 1, exchange rate volatility appears to pea indicator of exchange rate regimes.

This is not only a question of academic interesseasing the positive implications of alternative
exchange rate regimes will be critically influendadhow we classify them. In particular, mistaking
flexibility with volatility may assign to the floatategory countries facing volatile external coiodis

8 Tavlas et al. (2006) provide a comprehensive surve



or suffering strong market pressure, both situatitmat tend to coincide with subpar economic
performance.

One way around this empirical conundrum may beldssify with attention to the intervention.
Levy Yeyati and Sturzenegger (LYS) is an exampleéhts approach: by comparing exchange rate
volatility and changes in international reservémyt attempted to replicate the textbook analysis—
according to which fixed regimes should exhibifditvolatility in the nominal exchange rate coupled
with larger movements in reserves—and sorted th& loa similarity based on these two classifying
dimensions. Along the same lines, Poirson (200Bduke ratio of the volatility of the nominal
exchange rate to that of reserves.

Even these broad ideas encounter significant diffes when confronted with the specifics of
each country. The many pending issues that plagserey classifications include the following:

* Reference currencyWhen testing for a regime, researchers need fioeda currency (or a
basket of currencies) that may be targeted by naoypeiuthorities. This is relevant because to
the extent that volatility in terms of this currgnar currencies becomes a policy objective, it
becomes a constraint on monetary policy. In mosesahe reference currency is trivial to
define, but in other cases it is not. For examgtes the Swiss National Bank look to the euro
or to the dollar when thinking of its monetary jogl?

* Monetary unionsWhat is the exchange rate regime of countries lletong to a monetary
union like the eurozone that floats relative to thst of the world? Is it to be considered a
pegged or a floating regime? This is an unsetdedd, which casts doubts on the validity of
the classifications and the related results folmaded countries after the launch of the euro.

» Black markets and official exchange rates, whick should be used®/hile the presence of
parallel markets casts doubt on the relevance ef dfiicial rate, it may not be more
informative than the latter for the purpose of gimee classification. For example, in the
presence of massive intervention to contain theemm@nt of the official exchange rate, one
could argue that the peg imposes a binding (albsiifficient) policy constraint and that the
regime should not be classified as a float. At eatg, this issue has become a moot point with
the declining importance of parallel markets iner@dimes.

® See also Bénassy-Quéré and Coeuré (2001).
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* Nontraditional forms of interventioninterventions in the exchange market by fiscal
authorities, use of derivatives such as curren@psvor forwards, even verbal intervention, are
all tools increasingly used in the past years tha@te mostly been ignored in available
classifications due to data availability and conapdlity.

2.2. Exchange rate policy trends in the post-Bretton Woods era: A
casual glance at the distribution of regime choices

Classifying exchange rate arrangements is relewanbnly to be able to analyze whether and how
different regimes have affected economic perforreabat also to assess the trends in exchange rate
choice and how they relate to global and countsedf contexts. The literature has identified or
predicted two main trends in the way countries cleotheir exchange rate policies. First, the fairly
established view that countries have systematicalbyed away from the US dollar pegs since the
demise of Bretton Woods in the early 1970s, in fadfomore flexible regimes. Second, the so-called
“bipolar view,” in vogue during the mid-1990s, whisuggested that intermediate regimes (including
conventional pegs) would tend to disappear witlarfmal development and integration, as large
swings in cross-border flows and increasingly lkifjuiomestic capital markets would make them
vulnerable to speculative currency attatké\s a result, it was argued that countries would &b
least, should) move either to more flexible regimdéth no exchange rate precommitment (including
dirty floats) or, when this was not an option, tperfixed regimes with no margin for monetary pplic
(the “hard pegs” which typically groups currencyalbagreements and regimes with no national legal
tender). How have these hypothesis fared, basdteorecord of actual regime choices in the last 30
years?

Figure 3 illustrates the prevalence of specifidmes over time and around the world. The graph
shows both the IMEe jureclassification as well as the Levy Yeyati and &tmegger (2007) and the
Reinhart and Rogoff (2004)e factoalternatives. The three show somewhat differetigparhe IMF
classification displays a clear trend toward flogtiregimes that accelerates in the 1990s and
somewhat reverses in recent years, a patterngheplicated in the Reinhart and Rogoff classiiorat
In the LYS classification, on the contrary, thenttes much less pronounced and the regime choices
more stable. At any rate, while these trends wenaltled as the triumph of floating regimes, in

19 See Eichengreen (1994) and Fischer (2000), amibrego We revisit these views in section 4, when we
discuss the connection between MERP and countmactaistics.
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practice most countries still opt for fixed exchangte arrangements, with the number of fixers
oscillating between 40% and 60% depending on thesdication. More striking is the recent reversal.
Since 1998, the share of pegs increased for abifieations, while floating regimes declined fram
26% participation in 2000 to less than 10% in 2@@6ording to the IMF'sle factoclassification.
Similarly, according to LYS, the share of nonflodistermediates, conventional, and hard pegs)
represents 75% of the sample, exactly the same slsan 2000.

This broad distribution masks important differene&soss groups of countries. For example,
according to LYS, Latin American countries seem have embraced floating arrangements
wholeheartedly (mostly, in combination with inflati targeting regimes), with the amountdef facto
floats doubling between 2000 and 2004 at the exp@fshoth intermediate and pegged regimes,
whereas emerging Asia has preserved its bias toweane rigid arrangements. Interestingly, this
evidence is a priori at odds with the bipolar viesmce currency mismatches in Latin America have
been large, and certainly larger than in ASia.

A somewhat different story is obtained when coestrare weighted by their economic size.
Because large economies tend to float, floatingreyements appear to prevail. Figure 4 shows that
while most countries still choose to fix, most ewic activity is conducted under floating regimes.
The euro zone represents a peculiar case of anigpadmmon currency, and is identified separately i
the chart. If the euro zone is classified as a(psgt usually is), the latter would display a ktigump
in the new millennium; if it is classified as adto the jump would favor the float group, which by
2004 would represent 80% of the world economy.

2.3. Inside the nonfloat group

As shown in Table 1, the nonfloat group in itselfludes a wide array of alternatives. Nine coustrie
that have chosen to adopt the currency of anottate provide an extreme version of pegging,
typically called “dollarization.*? Less extreme are monetary unions where severaitries: share
their currencies. There are four such areas, theUE@MVAEMU, CAEMC, and the EMU including a
total of 42 countries. While the first three peg tommon currency to another currency (the doflar i

" Following the convention in the literature, aneomy is denoted as emerging when it is includettién
Emerging Market Bond Index Global Portfolio comgdiley J. P. Morgan, which requires that the couhay
issued frequently traded sovereign bonds in intemal markets.

12 \While typically it is the US dollar that is useéHe term is just a convention for the use of amgifm
currency as national legal tender.
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the case of the ECCU; the French franc and, I#terguro in the case of the WAEMU and CAEMC)
and, as a result, can easily be classified as figgtnes, the euro zone has, as noted, an ambiguous
status, as it has established a currency union gnt®members (eliminating exchange rate flexipilit

at that level) that floats fully vis-a-vis the redtthe world.

A slightly weaker commitment to the peg—although sbnsidered a “hard” peg is the currency
board agreement that entails a legal obligatiokeep (almost) full backing of monetary liabilities
with liquid reserves, which in principle eliminatesy margin for monetary policy. This regime,
which was popular in the 1990s, when it receivedlitessing of the IMF (see, e.g., Enoch & Gulde,
1998, or Balino & Enoch, 1997) presently is in gat seven countries. Finally, we have the so-dalle
“conventional” pegs to a currency (or currency ledstithout additional legal constraints.

Traditionally, standard classifications have chemarzed exchange rate rigidities from a
symmetric perspective, that is, focusing on exckaage and reserve volatility without distinguighin
between interventions to avoid a depreciation frdmse intended to avoid an appreciation.
Underlying this focus is the Mundellian frameworkwhich these rigidities amplify real shocks, both
positive and negative. But the direction of interien is not irrelevant, for at least two reasdfisst,
the price rigidities that introduce a role for eange rate adjustments are generally asymmetric as
well: prices tend to adjust upwards much more gabihn downwards. Second, the motivation of
intervention (and possibly its effects) differslwits direction: the prevention of a depreciatioaynbe
geared to avoid financial distress or high inflatithe prevention of an appreciation may resulinfro
the target of an undervalued currency to gain canneness or reduce the odds of a traumatic
depreciation in the future (as discussed in de&bw).

This bias has been common in the literature. The dRRShambaugh classifications classify
countries on the basis of exchange rate volatifile LYS looks at theabsolute value of
interventions, ignoring their sign. So do Calvo d&weinhart (2002), who examine three intervention
variables: theabsolute valuef changes in exchange rate, in reserves, andimetary aggregates.
They find that emerging countries (as well as samdestrial ones like Canada) intervene much more
heavily than the prototypic float, and attributestto fear of floating

13 See Sturzenegger (2007) for description and furtferences.

14 calvo and Reinhart (2002) define the typical néetion of a floater as the changes in these Viasadf
some uncontroversial floats: Australia, Japan,thrdJS, and then compare the intervention variahles
specific emerging countries with those in the mdideits.
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While academics have characterized regimes ondhes lof symmetric measures, the motivation
and actions of policy makers is clearly asymmefrias leads to inconsistencies when justifying some
of the empirical regularities. For example, Calvad aReinhart (2002) argue that fear of floating
responds to devaluation fears within economies Withncial dollarization (FD) and a high pass-
through (which tends to be associated with FDjhercontext in which a realignment of the exchange
rate may lead to massive balance sheet lossesreincy mismatched debtors, and to high inflation.
But this leads to a reaction function that is moesponsive to depreciation pressures than to
appreciation pressures—which according to thisysetails no obvious policy concefhin other
words, the motivation for exchange rate policy—kmlthe methodology used to characterize it—is
clearly one-sided.

On the other hand, recent years have witnessedntireasing popularity of an alternative
motivation for intervention connected to the tremtial “mercantilist” objective of preserving
international competitiveness through a depreciaechange rate or, more generally, protecting
growing economies from the adverse effect of amepating currency® Again, the purpose here is
clearly asymmetric: only changes in one directimasource of concern.

Both the fear of floating and the mercantilist &srcall for a regime grouping that unveils this
asymmetric effects and policy responses. Basedemy lYeyati and Sturzenegger’s (2007) extension
of the LYS classification, Figure 5 shows that thesymmetries have evolved over the years: the
share of intermediate regimes (alternatively, misliates and pegs) that intervene purchasing
reserves has changed dramatically (and predictablg) time. The debt crisis years found most
developing countries selling foreign currency téedd their exchange rate anchors and to avoid sharp
depreciations, whereas in recent years (with theumgmising exception of 1998) countries have
increasingly intervened in the opposite directibhe same story emerges when the interventions are
detrended (to factor out the positive interventibat may be associated with the long-run growth of
output and monetary aggregates) and when smaiiv@rtgons are filtered out (with the cutoff defined
as 95% confidence interval of the distribution wierventions in benchmark floats Australia, Japan,
and the US). As it turns out, conventional “defeasipegs associated witbar of floatingrepresented

! Unless policy makers believe that an appreciatioreases the risk of a posterior devaluation.

'® Aizenmann and Lee (2005) who test whether thisweaixplains the buildup or reserves, associatevieiv
with the Bretton Woods Il approach of Dooley, Fotkeéandau, and Garber (2003). But, as we discuss
below, the mercantilist approach has a large fadih development economics; see Eichnegreen (006
a survey.
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between 20% and 30% of the cases in 2004. Thigeealsuggests a comeback of proactive exchange
rate policies, this time with a bias toward undéred currencies (will be discussed below).

2.4. Monetary policy: From exchange rate anchors to inflation
targeting
Since the early 1970s, when the rise of inflatied o increased skepticism on the role of monetary
authorities, a significant body of literature hesnfied the debate over monetary policy in term$ef t
choice of the appropriate nominal anchor, motivatepart by the concepts of time inconsistency and
inflation biast’ Because it is widely accepted that there is ng4am tradeoff between inflation and
output, the goal of the anchor is intended to redindlation expectations and, in turex post
incentives to validate them through monetary exjoass thus facilitating the conduct of monetary
policy through the usual instruments (typically, matary aggregates or the interest rate). As atresul
monetary policy has been discussed as a tensiovebetthe credibility provided by an anchor, and
the costs of the anchor in terms of a smaller degfeflexibility to respond to unanticipated shacks
Finding a credible anchor that imposes minimum taiss on the ability to react to shocks has been
the dilemma at the core of the monetary policy tebathis day?

It follows that the anchor of choice is a good tatar point for a classification of monetary
policies. Table 1 presents such a grouping, basefbar mutually exclusive anchors: the exchange
rate, the inflation rate, monetary aggregates,ahdr miscellaneous regimes. Sterne (1999) provides
a more nuanced classification, to capture the apsrlusually observed in the choice of anchors:
Figure 6 shows the trend in regimes during the $98@ illustrates how the weight of each anchor
changed in the past decade. Casual inspectionlsea@gowing preference for explicit targets (imeli

" The seminal contribution on this front was Kydlamdl Prescott (1977). Calvo (1978) provided arrrative
model, focusing on the time inconsistency probldmicmestically denominated debt. The setup achieved
textbook status witBarro and Gordon (1983)n later years, the problem of time inconsistelecyto an
explosion of work focused on how policies shouldraened to deal with it. See Rogoff (1985) on
conservative central bankers, Backus and Drif#88) or Cukierman and Meltzer (1986) on reputation
models; and Alesina (1988), Alesina and Summer83L%Grilli, Masciandaro, and Tabellini (1991), and
Cukierman, Webb, and Neyapti (1992) on the indepraé of the Central Bank. The time inconsistency
problem has been and is still a key feature of Hageolicy debates, all the way through the curren
discussion on inflation targeting.

18 To reduce this constraint and allow some margactommodate unexpected shocks, the anchor is
sometimes stipulated as a range (a band) to bénrtiet medium term.
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with greater transparency in the conduct of monepalicy), and a declining incidence of monetary
aggregates as the sole anchor (in line with areasing preference for inflation targets).

Note, however, that the regimes depicted in Figureorrespond tale jure statements on the
objective of monetary policy. Very much in paraleith our discussion on exchange rate policies,
there remains the question about whether theseig®lare implemented in reality—or, alternatively,
about the nominal anchor used factoby the monetary authorities. While an exchange aatchor is
easy to verify, identification is a more complexlplem with alternative anchors. Mishkin (2007)
describes the problems with measuring monetaryeagdges:

Why did monetary targeting in the United Statesydta, and the United Kingdom during the late
1970s and the 1980s not prove successful in cdinggohflation? There are two interpretations

One is that monetary targeting was not pursuedsssi, so it never had a chance to succeed. The
Federal Reserve, Bank of Canada, and particuladyBank of England, engaged in substantial
game playing in which they targeted multiple aggteg, allowed base drift (the initial starting
point for the monetary target was allowed to shiftand down with realizations of the monetary
aggregate), did not announce targets on a regth@dsle, used artificial means to bring down the
growth of a targeted aggregate, often overshot thejgets without reversing the overshoot later,
and often obscured the reasons why deviations fhenmonetary targets occurred.

A similar obstacle appears with inflation targetidg Mishkin and Schmidt Hebbel (2001) put it:

Classifying country cases into inflation targetemgd other monetary regimes involves subjective
choices for two reasons. First, there is lack dfdfgreement on the main conditions and features of
inflation targeting and how they apply during triéing to low inflation... Second, some countries
have used simultaneously inflation targets andratieeninal anchors (the exchange rate and/or a
monetary aggregate), particularly at their earlgrgeof inflation targeting.

In addition, inflation targeters differ significdptamong themselves on many other dimensions:
target price index, target width, target horizos¢ape clauses, accountability of target missed, goa
independence, and overall transparency and acduilitytaules

More generally, monetary policy comprises so maimyedisions to take into account that any
characterization of monetary policy remains exaegigi difficult and always controversidl. The

' The options include, for the target price indegre€CPI, Headline CPI, Core excluding food, enenyg
indirect taxes, Core excluding regulated prices, @ather similar variants. For target width the gy
typically 2-3% and most countries have a positigerffor inflation except New Zealand and Thailand
whose range starts at zero. The target horizopisal one year but in many cases it is indefinilest
countries do not have escape clauses but someddw fairly undefined circumstances. Accountabidityo
differs. It is quite famous in New Zealand the pstn that the Minister of Finance may ask for gesition
of the Governor. Less drastic is the open lettéhéoMinister of Finance explaining the target rem the
UK.

2 Consider for example that description that the fiées of the Chinese monetary regime, an allegetetany
aggregate targeter: On July 21, 2005, China anmeslia®.1% revaluation of the renminbi-US dollar
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problem is compounded in the developing world ke fédct that, in most countries, the exchange rate
is bound to play an important role even in the abseof an exchange rate target, particularly in
inflationary contexts associated with high exchamgge pass-through due to dollar pricing, or
dollarized financial sectors where exchange ratetdlations may be contractionary rather than
expansionary.

Eventually, how can monetary policies in developtogntries be characterized in an empirically
useful way? Unlike exchange rate regimes, mongbaticy cannot be easily identified by a few
summary variables. If anythinde factopolicies can be typified only by an analysis of tieaction
function of the central bank. Hence, it is not sisipg that no standardie factoclassification has yet
appeared (Box 2).

Box 2. Estimating the Reaction Function

In their analysis of monetary rules, Bryant, Hogmerd Mann (1993) concluded that Central Bank’s
policy rules typically conformed to the “stated taobjective... to achieve sustainable growth in real
activity while avoiding inflation” (p. 225). In reait years, there has been an active literaturegny
estimate the policy reaction function of CentralnBs following Taylor's (1993) innovative
description of a simple rule by which interest sateere adjusted in response to inflation changds an
the output gap. Taylor suggested that the followsimgple equation represented US policy fairly

well:

i, =72 =r" +0.5(07 — 77 )+ 0.5(I¥, - InY, )
wherei(r’) is the (real) interest ratef77) is the inflation (target), and the last parenihespresents

the output gap. Orphanides (2001a, 2001b) criticthés rule on the basis that the information used
unavailable to policy makers at the time of decisiaking and suggested a rule based on the

exchange rate and a change in its exchange rategament to allow the value of the renminbi totflate
based on market supply and demand with referenan todisclosed basket of currencies. To permit a
greater role for market forces in determining tienminbi exchange rate, steps have been taken Jihce
2005 to liberalize and develop China'’s foreign exaie markets, including the establishment of am-thes
counter spot foreign exchange market and marketsuiwency swaps and futures. From end-July 2005 to
end-July 2006, the renminbi exchange rate was fiexble, but the fluctuation in the renminbi-USlido
exchange rate was less than the 2% range (for arthnperiod) used in the IMFd® factoexchange rate
classification system as an indicator for a coneaat fixed peg exchange rate arrangement.

L Svensson (1997) is the classical reference wHerelés are derived from an optimal program for Gantral
Bank.
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available information set. Clarida, Gali, and Gar{2000) suggested that the Taylor rule has nwre t
do with expectation of inflation and the output gapd used an IV GMM procedure to estimate it,
instrumenting future values of inflation and outpuatcurrent and lag information. But do these Taylo

rules depend exclusively on the inflation rate antput as suggested by Taylor or do they take into
consideration other variables? The exchange ratebbaome a usual argument in modern Taylor
rules: Lubik and Shorfheide (2007) used Bayesiahrigues to estimate the Taylor rules for four
countries: the UK, Australia, NZ, and Canada, aodnfl that the UK and Canadian monetary
authorities do care about nominal exchange rata$.(B299) found that the inclusion of the exchange
rate not only was relevant for small open econorbigisalso improved the estimation for the US,

while Taylor (2000) argued that exchange rates Ishbe included in the estimation of monetary

policy rules for emerging economi€s.

Far from being contradictory with inflation targegi these findings highlight the incidence of
exchange rate movements on output and inflatiod,the need to implement countervailing policy
action to keep inflation within target (see alsd@hey also illustrated the difficulties in produgia
usable classification of monetary policy over tiar&l across countries.

In spite of all the measurement drawbacks, Mish{@A07) argues that there are six emerging
consensus views in terms of monetary policy (il tine@re is no long-run tradeoff between output
(employment) and inflation; (ii) that expectatioms critical to monetary policy outcomes; (iii) tha
inflation is costly; (iv) that monetary policy isulgject to the time-inconsistency problem; (v) that
central bank independence improves its efficacy @&m) that a strong nominal anchor is key to
producing good monetary policy outcomes.

This consensus has been reflected in some visdaels, particularly in middle-income countries
with more developed financial sectoi®ari passuwith the decline in the preference for official
commitments with exchange rate targets, recentsybave witnessed a growing preference for
targeting the inflation rate directly. It is onlyatural that, as many countries became increasingly
dedollarized, financial stability considerationschme less relevant and fluctuations in the exchange
rate became less correlated with the inflation. ratee benefits of the exchange rate anchor declined

22 Sturzenegger and Talvi (2008) estimate the readtinction of central bankers for a group of LaAimerican
countries following the methodology of Lubik andagheide. They find that reaction functions, with
exceptions, have turned out pretty stable with éod declining weights on the exchange rate motive.
Typically, the inflation coefficient is above 1gsaling a countercyclical monetary policy, with two
exceptions—Argentina and Ecuador.
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accordingly, paving the way to what some observegard as a new Floating and Inflation Targeting
(FIT) paradigm. By 2006, 25 developed and middsime developing countries officially ran
inflation targeting regimes and claimed to sustesely floating exchange ratés.

However, the manifestation of FIT in the developingrld is still far from the homogeneity
implicit in the term paradigm. Varieties of inflati targeting in a developing economy may differ
from that of an industrial country. In developingpaomies with important pass-through or balance
sheet concerns, one would expect the central lmardatt to exchange rate fluctuations (either tgihou
interest rates adjustments or outright interventieven in the absence of an exchange rate target.
Moreover, in some cases, two regimes may coexistTgor, more generally, a flexible regime with
autonomous monetary policy) that tolerates modezatdhange rate movements, together witthea
facto peg activated by substantial exchange rate reabgis (see Box 3f. Even if the FIT paradigm
ultimately prevails, a policy of benign neglecttbé exchange rate may be difficult to conceivéehat t
current stage; any characterization of monetaricpah the developing world should take this aspect
into account.

Box 3. A Minimalist FIT Model for a Developing Economy

Consider the following reduced model of a smallropeonomy under IT, based on the backward-
looking framework in Ball (1999):

(IS) Y, ==fr,+0&,+Ay_,+€,

(PC) =g +ay ,+y@ .~ € 1k,
wherer is the real interest rate the (log) real exchange rate,the (log) output gap, ang the
inflation.

To solve this model, we update (PC) two periods iamubse an inflation target (which, without
loss of generality, we can assume equal to zes@btain

(IT) O=Em,+aE Y. +*VE(&,- ©+4.
Next, we update (IS) and (PC) one period:
(ISD) EY..=-Br+dg +1Y,

% This does not include the economies of the eune zavhich target inflation jointly but are typicatxcluded
from the float group.

' In recent years, the decline in financial dollatian in economies like Peru or Turkey has madaniiial
stability speed up the convergence to fully fledggthtion.
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(PCL) B/, =m+ay+yk-¢.)

Finally, substituting (IS1) and (PC1) into (IT) anelrranging, we have the following equation
(where the left hand side is referred to as the éflmy Condition Indicator, or MCI):

(MCI) apr,—(y+ad)e -yE(g,,— §=[m +a(l+A) y-y g.]+44.

The first, trivial thing to note here is that a nba in the nominal exchange raalemands a
compensating change m In other words, monetary policy under IT canneglect exchange rate
fluctuations. The reaction function and the dir@ctof the policy response, however, depends on a
number of factors: the interest rate effect throdgmestic absorptionaf), the pass-through of the
exchange rate change to domestic prigeke effect of a depreciation on domestic demandnd the
link between the interest rate and the exchange tta¢ equation needed to close the model.

For example, assuming uncovered interest rate ypai (e, —e)=r[ (where ' is the
international interest rate) implies that, in getheexchange rate changes would elicit a countiengai
interest rate move in the opposite direction, @} lfecomes:

_m+a+A)y, -ye, - yy'
MCI) 1 -ae =

wherew= y + ad(af - )) which for very low pass-throughu &) would be roughly equal to the
tradable share of GDP.

However, interest rate increases that raise thbagsge rate may be “inflationary” if the pass-
through coefficient is too largg/¢ ap). Similarly, contractionary devaluationgd < 0) that may arise,
for example, due to balance sheet effects in firgcdollarized economies, may call for lower
interest rates i < —ya. Finally, when the foreign exchange market is wrgfgeculative pressure,
lowering interest rates would reduce the cost oftétng the domestic currency and fuel a run. Irséhe
cases, the authorities may choose to intervenethjira the forex market.

3. WHY DO WE TALK ABOUT MERP?

Having characterized the set of MERP, we now tarthe implications of the different arrangements.
To organize our discussion of the vast literatunetle effects of MERP that will allow our policy
discussion, it is useful to distinguish the mubkiglirect and indirect effects identified in theated
literature, and their various interactions. At tiek of being excessively schematic, we can dislisiy
the following: (i) direct effects on some of thelipp objectives mentioned in the introduction: For
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example, from exchange rate anchors to inflatiolestaor through the effect of exchange rate
flexibility on the output response to real shocksl,ain turn, on output volatility; and (ii) the ka
between MERP and “intermediate variables” that raot the policy objectives themselves but that
have been portrayed in the literature as havingféect on some of them. For example, the link
between exchange rate stability and trade, wherdatiter—has been argued—may affect grofith.
Figure 7 summarizes the different nexus to be erglin this sectioR®

On the left-hand side, we identify relevant exogenshocks (real, such as changes in terms of
trade; or financial, such as changes in globalididyior global risk aversion that drive cross-border
flows and the country’s cost of capital). On thghtthand side, we have the four policy objectives:
output growth, (low) output volatility, (low) infteon and equity. In the middle, we have the chate
MERP, which affects policy objectives directly (nikythg the impact of exogenous shocks on policy
objectives), and indirectly (affecting intermediatariables that may, in turn, have significant
consequences for some of the policy objectieésjhe rest of this section surveys the relevant
contributions to the study of each of these channel

3.1. The link between exchange rates and growth revisited

The first variable that comes to mind when talkiagout development and, more generally,
macroeconomic performance is real per output grodtid there is, indeed, a body of work that has
examined the direct link between MERP and growtimflan empirical perspective. A point to clarify
regarding this discussion is that, whereas hisatlyiét has been the effect of the exchange ratelle
that has been at the center of the developmentypdébate, much of the recent empirical literature
has dealt with implications for growth of exchamgée volatility (or policy regime). We review both

in turn.

% Note the similarity with Kose et al. (2006), wharsimilar distinction is used to characterize hapt
nominal-real connection: financial integration awmbnomic performance.

% |n the figurej” represents international risk-free interest ratestands for the sovereign risk premium,
denotes the exchange rajgand(l, are output growth and volatility, andis the inflation rate.

*’ These objectives may interact among themselvegauDuolatility may be associated to (lower) output
growth, (high) inflation may be associated withafér) growth, and equity and growth may affect eaitter
(an old debate dating back to Kuznets's invertetlit¥e hypothesis). This survey, however, will nead
specifically with these complex interactions.

21



Several hypotheses have been presented on whyetiima may be related to growth. Some
channels have to do with global factors and othetls domestic ones. From a global perspective,
fixed exchange rates were viewed as one of the ritaupo drivers behind the development of
international financial markets at the end of theeteenth century. Johnson (1956) provides an early
defense:

The advantages of a single currency within a naifnontiers are, broadly, that it simplifies the
profit-maximizing computations of producers andiés, facilitates competition among producers
located in different parts of the country, and potes the integration of the economy into a
connected series of markets, these markets ingjuzbth the markets for products and the markets
for the factors of production (capital and laborhe argument for fixed exchange rates, by
analogy, is that they will similarly encourage theegration of the national markets that compose
the world economy into an international networkcohnected markets, with similarly beneficial
effects on economic efficiency and growth.

Later on, the Mundellian paradigm shifted the ditento domestic factors by focusing on the
shock absorber role of exchange rate, and theniinthiat fixed regimes tend to magnify real shocks.
This, in turn, to the extent that volatility detéosg run growth, implies that fixed regimes akely to
deliver a weaker economic performance. Gavin andshi@nn (1996), Ramey and Ramey (1995),
Aizenman and Marion (1999), and Caballero (200@)preg others, provide evidence on the link
between higher volatility and lower growth.

Others have suggested that fixed exchange ratestdecreate exchange rate misalignments that
lead to speculative attacks and sharp crises meguver the years in lower growth performanceeher
the growth effect comes from a higher propensitystdfer an economically costly crisis event.
Aizenman and Glick (2005) and Kuttner and Pose®12®ave both found that the harder and longer
the peg, the larger are the depreciations upomgxit

A somewhat related story is offered by Hausmann Rigbbon (2003), who argue that the
volatility of exchange rates may induce an undewesgization in tradables that hurts growth
performance. The argument is that volatile reaharge rates makes production in the tradable sector
more risky relative to nontradables (because véstment declines as a result of a negative shibek,
price of nontradables increases, partially offegttihe effect). However, the argument hinges on the
yet-to-be-tested assumption that growth opportesitare concentrated in the tradable sector,
something that needs to be proven.

As can be readily seen from the succinct revievsgmeed in Table 3, while the exchange rate
policies are often found not to be significant ifdustrial countries, there is no basic agreemetite
case of developing economies. Levy Yeyati and $tnegger (2001, 2003) found that floating leads to
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higher growth, while Rogoff et al. (2005) found ttilais result applies only to advanced economies.
Later works have found results supporting one erathmer.

Why are these results so contradictory? One cduhtk ©f several reasons linked with the regime
classification procedure. First, regimes are endogs: for example, peg failures are often recoated
intermediates or floats; more generally, most di@ssions do not control for crisis episodes inigih
the behavior of exchange rates and reserves ceastect a regime choice. Second, as noted, regime
flexibility is usually measured as exchange ratéatdy, which leads to an association with bad
economic outcomes (rigid regimes under attack denocoded as floats; stable floats are often
dropped or coded as intermediate or pegged regih@sjrd, information on intervention variables is
seldom complete: Even in classifications that adnfior policy intervention, the focus on reserves
fails to capture other intervention mechanisms saglnterest rates, currency derivatives, or chpita
controls.

Rather than endorsing the skeptical view that neeg® conclusion can be drawn from existing
studies, we believe that the emphasis needs tdaoedon a critical methodological drawback faced
by the exchange rate policy agenda: the limitatiohseduced-form tests that conflate a variety of
channels into one linear relation between MERP ecwhomic performance. This contrasts with an
analytical literature that reveals a complexity spfecific, sometimes countervailing channels that
renders the finding of a significant link betweesnd-run growth and exchange rate policy an
uncertain empirical endeavot.

As noted, the analytical economic literature haplemsized as much the link between regimes
(exchange rate flexibility) and growth as the oeéneen the latter and thevel of the exchange rate.

In fact, a recent body of work has recovered antloéane: the use of undervalued exchange rates to
stimulate economic growth. Eichengreen (2006a, Bp@éviewed the argument and argued that the
undervalued exchange rates implemented by the ddratfoods agreement were a key driver of
Europe’s recovery in the postwar period. Ohkawa Bodovksy (1973) and Eichengreen (2006a,
2006b) made the point for Japan’s post-WWII recgver

% These two arguments suggest a potential biasas$ifications based on exchange rate variabilifintb
flexibility associated with bad outcomes—and anagife bias for codings where flexibility is assdeth
with no policy intervention.

% The growth literature, in general, has been ugusiticized along these lines.
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This mercantilist view that exchange rate policy more precisely, a temporarily undervalued
currency could be used to protect infant industassa development strategy has recently enjoyed a
minor revival.

Empirical evidence on the relation between the ll@feexchange rate and growth has been
reported in a number of recent studies. Hausmarah ¢2005) found that depreciated real exchange
rates (as well as trade growth) are important camapts of growth accelerations; conversely, Johnson,
Ostry, and Subramanian (2006) showed that persistegrvaluations tend to be associated with
poorer growtt’

Moreover, under and overvaluation have been invdkeexplain the “Dutch disease” effect of
foreign aid (Rajan & Subramanian, 2005), the disappg growth dividends of financial integration
(Prasad, Rajan, & Subramanian, 2006), or the pesitiorrelation between intervention (reserve
accumulation) and investment and growth (Levy Ye&aSturzenegger, 2007). However, these neo-
mercantilist views supporting the growth effectauaflervalued currencies have been saluted, at best,
with skepticism, probably due to the disbelief hre trelationship between nominal variables and
growth mentioned in the introductiGh.

3.2. ERR and output volatility

The relation between the exchange rate regime atplbvolatility is also a channel with a long
tradition in international finance, and one of #ey links underlying the debate on optimal currency
areas. It involves understanding the role playedti® exchange rate as shock absorbers: under
floating exchange rates, the economy has a grabtkty to adjust to “real” external shocks whereas
fixed exchange rates have a larger ability to ab&eominal” shocks (Box 432

Box 4. Exchange Rates, Volatility and the Nature of the External Shocks

%0 Assuming that growth opportunities are concentratehe tradable sector, Hausmann and Rodrik (2003
argue in favor of a depreciated exchange ratesiefonnovation. A similar reasoning leads Rod#&d6a)
to argue that a competitive exchange rate may ledfaient development tool.

31 Neo-mercantilism as a deliberate policy decisias &élso been under dispute. For example, Aizenmén a
Lee (2005) argue that the evidence on reserve adation favors prudential over mercantilist motives
There is a literature on overvaluation-misalignreartd growth: Razin and Collins (1997), Aguirre and
Calderon (2005), Aizenman and Lee (2005), Doll@9@), Sachs (1985). We come back to this issuenbelo

32 A view that goes back to Meade (1951) and Fried(@883). See also Dornbusch (2001) and Kenen (2002)
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Calvo (1999) provides provided a minimal framewtwkunderstand the mechanics. Imagine a simple
demand-determined output equation (this could te¥preted as the traditional “IS” curve)

y=ae+y (1)

wherey is the outpute is the exchange rate; a parameter, and a random shock; and a money
demand equation (which could stand for the trad#@iGLM” curve)

m=y+v(2)

Here m is the stock of nominal money anda liquidity shock. Consider two polar cases: fixed
exchange rates wheris constant angy and m endogenous, and a floating regime wherds
exogenous an@ andy are endogenous. In the first case, output is aeted by (1) and, in the
second, by (2). If so, under fixed rates

g, =0, (3)

o’ =0,

whereas under float
gl=g? (4)

y \

and

1
o, =—z(ou+0y+2000).

Clearly, from Egs. (3) and (4), the regime thatvdeb the lowest volatility depends on the nature o
shock. According to Eq. (3), fixed exchange rateBvdr a larger volatility the larger real shocks,
whereas according to Eq. (4) deliver a larger vighatof output the larger nominal shocks. This
suggests that countries with large real shocks avbel better off by choosing a float; countries with
large nominal shocks would prefer to fix.

Testing the output response of output in the pmasesft fixed and flexible exchange rates with
attendance to focus on the different types of stidtks received some attention in recent years.
Empirically, the standard test examines whetheoeerfiexible regime attenuates the output response
to shocks: if nominal prices are (downward) infldgi the output response to (negative) real shocks
should be more muted under floating regimes.
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Edwards and Levy Yeyati (2005) analyzed the effgficterms of trade shocks on economic
performance under alternative exchange rate regifiessy estimated a two-equation model, one with
the equilibrium growth rate and another explaindayiations from trend growth, and found evidence
that terms of trade shocks get amplified in coestthat have more rigid exchange rate regimes. They
also confirmed that the response to terms of tedbeks is asymmetric: the output response is larger
for negative than for positive shocks. Broda (20@tkled the same question, using a VAR model to
compute the way in which terms of trade shockscaffgowth, and found that the effect of a 10%
change in the terms of trade has a greater infRiet growth under fixed than under flexible
exchange rate arrangements. Ramcharan (2005) l@bkkd problem by exploiting the randomness of
natural shocks. His evidence supports the ideadtiaerse natural shocks are associated with higher
investment and FDI in countries with fixed regimbst that the recoveries appear to be faster under
floating regimes. His results combine two effetk® stability dividend of pegs in otherwise vokatil
countries and the benefits of greater exchangefletaility in the event of an adverse exogenous
shock reported by Edwards-Levy Yeyati (2005) andd@r(2003).

3.3. MERP on price stability

The use (and benefits) of exchange rate anchors tygically been associated with what could be
broadly referred to as a “deficit in monetary chéldy,” which manifests in high inflation
expectations, inflation inertia (backward indexatio past inflation), and a low impact of monetary
policy announcements. Underlying this credibilitpry, there is a time inconsistency argument, by
which high inflation expectations induce high i@ equilibria with steep nominal interest rateatt

in turn, make it optimal for the government to tiluts debt burden through inflation, generating an
inflation bias®® In this case, the use of an exchange rate ancagmmake dilution more costly, to the
extent that abandoning the anchor entails soméi@blor economic) reputation cost, playing théero
of a partial commitment mechanistir>

% The time inconsistency version of the inflatioasbuilds on work for closed economies: Kydland and
Prescott, (1977), Calvo (1978), Barro and Gord@88), Rogoff (1985), Walsh (1995), Persson and
Tabellini, (1993), and Svensson (1995). For opememies, see Giavazzi and Pagano (1988) and Gbstfel
(1996).

¥ Some authors have suggested that the channel orkyimthe opposite direction: flexible rates paeimore
credibility. That is the argument, for exampleTiornell and Velasco (2000), on the basis that fisca
mismanagement implies costs in the long run undedfregimes but is immediately apparent when
exchange rates are flexible, which then providesstrongest incentives for consistent fiscal batravi
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Exchange rate anchors present the additional aglgandf coordinating expectations. In high
inflation economies, it is not unusual to indexcpd partially to the exchange rate (typically, aisis
the US dollar). Therefore, an exchange rate anchatd allow a quick transition from backward
indexation to past inflation, to forward indexatitimmthe announced exchange rate path. Canavan and
Tommasi (1997) made this point. They explainedsnenger link between an exchange rate anchor
and expectations with a model that assumes thapubéc can monitor the nominal exchange rate
more easily than it can the other variables. Inrtgame of incomplete information with imperfect
monitoring, they showed that serious stabilizersfgar more visible anchors, such as the nominal
exchange rate even when fixed exchange rates fwmwe sosts, such as diminished capabilities to
respond to external shocks.

From an empirical perspective, the literature hasused on the link between exchange rate
regimes—and, in particular, varieties of excharage anchor such as (crawling) bands and pegs—and
the inflation rate. Overall, there seems to be exgent on the fact that pegs are associated witarlow
inflation, even after controlling for money creati¢e.g., by controlling for the presence of a pe@i
standard monetary equatiofi)This suggests that the effect may work through ahehoring of
expectations rather than through the impositiormminetary discipline. However, the direction of
causality and, more importantly, the duration & éffect are more controversial.

Among the many qualifications raised by these sidperhaps the most troubling is the well-
known fact that failed pegs tend to collapse tat8pwhich in imperfectly specified tests may resul
a spurious association between floating exchangs end high inflation rates. Intuitively, in thenb
run, pegs not only may discipline monetary polioyt they are also endogenous to it, as they cannot
be sustained in the face of persistently high fidta This may explain why a closer inspection
indicates that only long-lasting pegs are signiftbalinked to low inflation levels in the long run
(Levy Yeyati & Sturzenegger, 2001). Ultimately, tefectiveness of an exchange rate anchor is

% As we will discuss below, hard pegs represenettieeme example of this line of reasoning, incregsixit
cost in a number of ways (attaching a legal frantevo the peg, fostering the use of the peg cusreaisd
even eliminating the national currency in the cafsenilateral dollarization).

% See Ghosh et al. (1997, 2003), Levy Yeyati andz8hegger (2001), Rogoff et al. (2004), and De Geau
and Schnabl (2005). This suggests that countrisshigher pass-through coefficients will tend toméfit the
most from the immediate impact of the anchor ofatitn expectations—and explains why they were its
most active promoters.
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always debatable, as it depends on the policy risageility to reign in the fiscal deficit and, ifiat is
not fully achieved, his willingness and abilityrefrain from monetary financing.

3.4. MERP on income distribution

There is not much of a debate on the relation betvtbe monetary and exchange rate regimes and
income distribution beyond perhaps the large literaon the adverse distributive consequences of
inflation. To the extent that floating regimes atearacterized by higher inflation rates, one could
assign a regressive bias to more flexible regirkesvever, this indirect connection seems a bit of a
stretch and has seldom been made in the literature.

An alternative channel is the link between kel of the exchange rate and income distribution.
The early reference is Kalecki's (1939) analysidh# effects of a devaluation in an open economy,
according to which a depreciation would not necglysimcrease aggregate demand because it would
reduce the share of wages in output (and thus,nbeme of those with a larger propensity to
consume). This point was later taken up by Diajafdro (1965) who provided a careful analysis of
the link of a depreciated real exchange rate witepty and inequality. Diaz Alejandro’s setup had i
mind a country exporting food-biased commoditieserghlandowners—the beneficiaries of the
depreciated real exchange rate—had a large expeadshare of imported goods—in contrast to
workers whose real wages fall with the real valtighe local currency. In Diaz Alejandro’s world, a
depreciation redistributed income from workers &mdowners, reducing aggregate demand and
inducing a contractionary devaluation.

At a conceptual level, several caveats could betioreed regarding Diaz Alejandro’s original
argument. First, it included a very restrictivesslaf beneficiaries—in modern societies the bemnefit
a real depreciation may be more widespread. Sedbray economy is subject to nominal wage
rigidities, a devaluation may allow to soften th@nstraint leading to an expansion in employment
with beneficial income distribution effects. Finglin Diaz Alejandro’s story resources transferted
the landowners/capitalists made their way to comtiom abroad, rather than to the domestic financial
sector that channels them toward investment aietsvitt home—as assumed by Aghion, Bacchetta,

%" There seems to be some evidence on the benigrt effeard pegs on fiscal discipline. Ghosh, Gutie]
Wolf (1998) and Culp, Hanke, and Miller (1999) aeghat countries on currency boards tend to rurteig
fiscal policies, whereas Fatas and Rose (2000)tfiaticurrency boards are associated with fisclaimt
(although, somewhat surprisingly, this restrairegloot carry on to unilaterally dollarized econaroeto
members of a monetary union).
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Ranciere, and Rogoff (2006) where the extraordipaofits due to the depreciated currency increases
the liquidity of financially constraint local firmsand enhances their access to finance, rendering
expansionary devaluations.

At any rate, there has been relatively little emspirwork testing this hypothesis. Edwards (1989)
found that devaluations reduce the real wage \iitle impact on the labor share. Levy Yeyati and
Sturzenegger (2007) revisited the issue and folatlinterventions aimed at depreciating the cugrenc
reduce the labor share of GDP, as well as unemmayna channel, the authors argued, that would

explain the benign growth impact.

3.5. Indirect links: The integration channel

There is vast body of work on MERP (particularlycleange rate regimes and exchange rate volatility)
on economic integration (specifically, bilateralde and, to a lesser extent, cross-border cafutas f
including foreign direct investment). This literegus largely based on the well-known premise that
the incidence on transaction costs of currency emiwwn (which includes not only the bid-ask spreads
but also currency risk due to potential losses frexghange rate variations) plays the role of an
implicit barrier for international transactions Wween countries using different currencies. The
findings, mostly based on gravity models, poina giositive but small effect of exchange rate sitgbil
on trade®

Also, based on the gravity model is a stream efdiiure that became popular in the run up to the
launch of the euro in the late 1990s, which focusedthe trade effects of a monetary union,
particularly since Rose (2000) argued that theayeincrease in bilateral trade due to the adomtion
a common currency was of the order of 200%. Thesknigs have since been greatly qualified for a
number of reasons that included lack of represeetatss (results were based on common currency
pairs that include subnational entities with higtalrand political links with the issuer of the pemcy,
and could hardly be extrapolated to real independeuntries) and endogeneity (a common currency
was more likely to be adopted in the presence gt trade links}® At any rate, subsequent

% Among many others, see Thursby and Thursby (1887 Grauwe (1988), and Brada and Mendez (1988) and
Parsley and Wei (2001a, 2001b).

% See Barro and Tenreyro (2007), and Persson (200tihg others. Frankel (2005) provides a defense of
Rose’s results in the face of these criticisms.
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estimates by Rose himself placed the number betw@6fo (Glick & Rose, 2002), and 50% (the
estimate for the trade effect of the euro repobe&ose and Van Wincoop (200£).

Underlying these analyses was the Optimal Curreh®a (OCA) precept that, in addition to
removing transactions costs, a monetary treatyyreyenting competitive devaluations, fosters faneig
direct investment and intraindustry trade. Intenggy, though, most of the related empirical litewra
is based on common currency pairs that do not lgelora monetary union, but rather would fit in the
unilateral dollarization group. Moreover, more mecestimates using actual monetary union data
(specifically, data from the European Monetary Wnto measure the effect of the adoption of the
euro) go as low as 5-10% (Micco, Stein, & Ordof#)3) and 4% (De Nardis, De Santis, & Vicarelli,
2007), or even 0% (Berger & Nitsch, 2005).

The influence of MERP on FDI flows is more scantilgcumented. There seems to be some
effect from hard pegs (currency boards or the teméh adoption of a common currency): For
example, De Sousa and Lochard (2004), using dateNtJ, find a link between the adoption of the
euro and the increase in intra-EMU FDI floffg?

In sum, while the order of magnitude of the intéigrachannel is still under dispute, the existing
evidence appear to support the view that, when umedsin medium-sized countries, the effect is
positive and small (for the trade channel, muchlemghan originally argued), particularly in those
cases in which integration has already been actiibyeother means, such as trade agreements or
investment treaties.

Covering all the implications of increased tradempess on developing policy variables would
take us beyond the scope of this chapter. Let &k mention here the benign effect of trade on
inflation, originally suggested by Rogoff (1985)datested empirically by Romer (1993), who found
that more open economies tend to have lower ioflatiates due to the disciplining effect of
international competition on domestic prices, pattrly in the context of imperfectly competitive

“0Rose’s (2004) meta-analysis of 34 previous stugligld an estimated increase of between 30% and 90%

*1 See also Klein (2002), who in related work conetidit the trade effect of unilateral dollarizatioes not
differ significantly from that of a conventionalge

2 See also Wei and Choi (2002). It has to be ndtedever, that their result is subject (albeit tesser extent)
to a sample problem similar to that plaguing thdydaierature on common currencies and trade: tipam
a few currency board countries, the rest of the pag group comprises very small economies and
subnational entities.

* There is, in addition, a literature documenting ¢omplementary link between trade and FDI (Claysin
2000; Lipsey & Weiss 1981; Svensson, 1996).
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local market$? Less conclusive results are offered by the liteemtlocumenting the impact of trade
openness on output growth. A number of studieseatigat trade has a positive effect on growth (Ben-
David, 1993; Frankel & Romer, 1999; Sachs & Warld&95) and productivity (Alcala & Ciccone,
2004; Edwards, 1998). In turn, Frankel and Ros®Z2@irectly attempted to estimate the indirect
growth effect through the trade channel: they comtbithe positive impact of a common currency on
bilateral trade (which, in line with earlier grayvitesults, they estimate at a 100% increase ineboda
trade), with what they found to be a positive dffet trade openness on growth, to estimate an
economically important impact of monetary integraton output growth.

However, the growth dividend from trade has beentesied in recent work (Rodrik &
Rodriguez, 2000; Rodrik et al., 2008)Similarly, while Lee, Ricci, and Rigobon (2004, riesponse
to Rodrik and Rodriguez (2000), apply identificatithrough heteroskedasticity—a methodology
developed by Rigobon (2000)—to find that openness & positive—albeit small—effect, Rigobon
and Rodrik (2004), using the same methodology, dahat openness has a negative impact on income
levels. In sum, whereas the conventional wisdonddeto view trade as beneficial for growth, the
empirical evidence has been less suppoffive.

One area that has received increasing attentiatylas the influence of financial and trade
integration (often embedded in the broad term dipaigon) on output and consumption volatility.
Here the profession appears to coincide: while sl countries seem to benefit from financial
integration, in nonindustrial countries the latier associated with an increase in output and
(particularly) consumption volatility (Kose, Prasafl Terrones, 2003; O’Donnell, 2001).The
findings of these papers are more benign for tlee @d trade links, which are found to weaken the

* Terra (1998) provides a critical view of this rigssuggesting that it confounds the effect of opss with
that of the debt crisis.

**The main caveats raised by this literature arelprod of mismeasurement and omitted variables. A&iRo
and Rodriguez (2000) put it, the indicators of oes used by researchers are poor measures of trade
barriers or are highly correlated with other soaraeEbad economic performance.

“6 Broda and Weinstein (2006) have argued that ise@@roduct variety resulting from trade leads to
significant undermeasurement of import price ingiciggesting that the welfare gains may be lahgaer
anticipated. Based on an analysis of the shanecohie spent on food, and an estimate of Engel surve
Chamon and Irineu de Carvalho (2006) also argughieagains from trade are larger than typically
measured. They apply this methodology to Brazil famdithat as a result of trade liberalization rieglbome
growth was closer to 4.5% per year rather tharoffigial 1.5%.

" See also the Kose et ahapter in this volume for a more detailed survey.
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impact of macroeconomic volatility (Kose et al.,03) and to increase the business cycle correlation
between trade partners due to the propagation ofadd shocks through external demand and
intraindustry trade (Frankel & Rose, 1998).

In addition, recent studies by Calvo, Izquierdod amo-Kung (2005) and Cavallo and Frenkel
(2004) argue that trade openness reduces outpatiligl through lowering the probability of a
financial crisis in financially dollarized econorsjeas the real exchange rate adjustments in th@ eve
of a capital account reversal is smaller, leadimgatsmaller balance sheet effect. This channel, it
follows, should have weakened as FD declined irR0G0s.

3.6. Indirect links: The financial channel

MERP has been associated with financial developrieatigh two distinct channels. The first one is
related to the consequences of exchange rate ilitstaim cross-border flows, in turn, influenced by
global trends in financial integration, which wedbly discussed above. A second one deals with
domestic markets, and documents the costs of nbmstability (moderate to high inflation, evenitf
is predictable) in terms of the demand for localess and the deepening of local financial markets
(Boyd, Levine, & Smith, 2001; Khan, Senhadiji, & $mi2006)*®

More recently, a third channel has come to thedianend in the context of financially integrated
developing countries, namely, the implication otleange rate regimes (most notably, pegs) on the
degree of FD, where the latter is defined as tleeofi® foreign currency to denominate financiak&ss
and liabilities held by residents. In a nutshdillstliterature points to four potential motivestthaay
make a peg more conducive to the use of a foraigriecy in financial transactions.

The first one, starting from the assumption thsk-averse resident investors choose their asset
portfolio to optimize the real risk/return profi{en terms of the local consumption basket), arghas
the dollar share of domestic savings and loansrdkpe the inflation risk of local currency assets
(i.e., the volatility of the inflation rate) rela# to the currency risk of dollar assets (i.e., thiatility
of the real depreciation rate) (Ize & Levy Yey&003). If so, a mix of flexible exchange rates &owl
(and, as a result, less volatile) inflation shoolthimize the incentive to dollarize. By contrasth, a
exchange rate anchor that stabilizes the real exgghaate in a context of high and volatile inflatio
expectations would have the opposite effect. Mamegally, dollarization should mirror the exchange

48
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rate path-through coefficient; in the limit, fulags-through (alternatively, dollar indexation) watly
eliminates the currency risk of dollar assets, fangdollarization.

A second motive is associated with the so-callesstpproblem” (a large local currency interest
rate premium due to persistent devaluation expeast typically associated with imperfectly
credible exchange rate anchors. In the presencenoofinear liquidation costs, the currency
composition of debt is optimally chosen to minimike probability of default and liquidation. Thufs,
the devaluation threat is large but unlikely, tloerbwer may opt for the less costly dollar fundiifg:
peso interest rates are such that peso borrow&asldm the absence of a devaluation that dilbssrt
debts, the borrower may prefer to take his chanitbscurrency risk (Jeanne, 2005).

A third explanation attributes the dollarizatioradito the presence of externalities that generate
the perception of implicit debtor guarantees (BiutesEichenbaum, & Rebelo, 2001). To the extent
that the social cost of massive bankruptcies falgwthe collapse of a peg makes a debtor bagaut
postoptimal for the government, borrowers would apite this bailout, and under price currency risk
accordingly*®

Finally, a fourth motive linking the two relatesftnancial regulation. A currency-blind regulation
that fails to correct for the additional risk oflido lending would under price currency risk (aeth
expense of the regulator) and encourage the dakzoin of the banking system. However, in the case
of an exchange rate a peg, a currency-specificlaggn that flags the currency risk embedded in
dollar intermediation (more precisely, the exchamgee-related credit risk of dollar lending to
nondollar earners) would directly undermine thelibidity of the peg. To the extent that pegs caH f
currency-blind regulation, they tend to facilitégad implicitly subsidize) dollar intermediatich.

The empirical evidence on regimes and FD is plaghgdthe lack of data (the currency
composition of bank deposits is available for aadrgroup of countries only since the late 1990t da
on the currency composition of debt is even moercs®), compounded by slow dynamics that limit
the analysis beyond cross-country comparisons. Wiih caveat in mind, recent work has found

*¥ The argument goes beyond the case of bailoutsingiicit debtor insurance, to the extent that défaare
correlated with the real exchange rate, would faladlarization. For example, the accumulation of
international reserves may fuel the dollarizatibthe banking sector, if they are perceived by carvial
banks as increasing the probability that the cebtrak provides dollar liquidity in the event otlallar
shortage (Broda & Levy Yeyati, 2003).

¥ See Broda and Levy Yeyati (2003, 2006) for thee@fdanking regulation; Chamén (2001) for sovereig
debt contracts, and De la Torre, Levy Yeyati, aodnukler (2002) for a discussion in the contexthef
Argentine currency board.
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support for the portfolio view (De Nicolo, Honohat, lze, 2005; Levy Yeyati, 2006), and for the
presence of implicit guarantees in association \pitlgs, in the form of increased larger unhedged
short currency positions at the firm level (Wer&eWartinez, 2002).

The evidence on the incidence of exchange ratenesgon the size of the financial sector and the
currency risk embedded in financial intermediati@s distinct implications, as financial development
and stability have proved relevant for growth byioving access to enterprises (Levine, 2005) and
fostering productivity gains rather than greaterestment volume (Beck, Levine, & Loayza, 2000).
Several channels through which this benign effeatenializes have been documented: the promotion
of start-ups and growth of firms (Klapper, Laev&rRajan, 2006; Laeven & Woodruff, 2007), greater
innovation (Ayyagari, Demirglc-Kunt, & Maksimovi2p07), a better use of investment opportunities
(Love & Zicchino, 2006), and a more conducive eonwiment for small firms (Aghion, Fally, &
Scarpetta, 2006) that are often more financiallyst@ined and, therefore, benefit proportionallyreno
from a liquid financial market (Beck, Demirguc¢-Kuhiaeven, & Levine, 2005). Moreover, financial
underdevelopment has been singled out as a faetund the failure of low-income economies to
converge, in income, to more advanced countrie$i@g Howitt, & Mayer-Foulkes, 2005).

At the root of these arguments is the fact thatarfoial constraints inhibit high-return
entrepreneurial activity and limit firm growth, arbat the factors underlying these constraints—
insufficient loanable funds and high interest ratask of efficient collateral or costly and uneent
liquidation of the existing ones, burdensome buresay or pervasive informality—are more
prevalent in developing countries (Banerjee & DufR®04). However, most of the evidence on
finance and growth is based on aggregate crossigostudies and, given that finance tends to
flourish with growth opportunities, the directioha@ausality of these links is not always unambigjou
particularly for low-income economies (Rioja & Val@004a, 2004b). Rajan and Zingales (1998)
address this problem distinguishing firms with higked of financial markets from firms in sectors
with lower need of financial markets. This categation (they look at some financial ratios thanhsilg
strong use of financial markets in the US) is assdito be exogenous. After ranking sectors by their
degree of financial dependence, they show thahéiish development leads to faster growth of more
financially dependent firms.

At any rate, from a conservative perspective, itlddoe safe to say that rather than finance being
an independent growth driver, finance and growédfato each other.

3.7. Summing up
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This broad and often contradictory body of evideritking MERP with development objectives is
made even more complex by the fact that the woskiofj some of these channels can change
dramatically depending on specific country chanasties and global conditions. For examptis
facto financial integration and capital mobility couldster exchange rate flexibility as they force the
country to choose between a stable exchange rat@amrautonomous monetary policy; however, if
financial flows are denominated in the foreign eany, the concomitant increase in dollar liabiitie
may optimally inhibit exchange rate flexibility féear of balance sheet losses in the event of la rea
depreciation. Similarly, whereas flexible exchangées help buffer the economy against adverse
external shocks, the same channel would be comnacy in heavily dollarized countries, which
would be better off with more rigid exchange rat@aagements.

This multiplicity of effects has been present ie tlhay countries actually choose their policies.
The empirical literature has tested—often seleivavhether and how the arguments outlined above
play a role in actual regime choices, and have dosupport for many of them. Table 4 summarizes
the main findings in this body of work. The nexttsen explores these policy choices in more depth.

4. THE MAKING OF A POLICY

All the channels previously described have beefectfd in the policy debate (and in the actual
implementation of exchange rate policy) over tharge As noted in the introduction, the policy
guestion that we posed at the start incorporatéls tmuntry- and time-specific aspects that tend to
evolve (or, at least, vary) over time. Thus, asditions in international financial markets and
developing economies changed, the focus of thetdéims shifted accordingly. Tracing the policy
debate in the post-Bretton Woods clearly illussatew the different intervening factors identified
the literature provide justification for differeMERP. More importantly, it provides the broader
perspective needed to go from the analytical argusnand the empirical results based on historical
data, to policy decisions that need to factor en¢brrent context and prognosis.

Keeping this in mind, a brief narrative of the diehdinking different conditions in international
financial markets to different “trends” in the cbeiof regimes in the developing world, will be usef
to set the stage to answer the more specific pgligstions.

4.1. Exchange rate anchors in the 1980s
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A casual review of the exchange rate debate inldke 1980s and early 1990s shows how the
discussion hinged on the role of exchange ratesirac@me policies as nominal anchors in a high
inflation environment. A good reference point iBryno, Di Tella, Dornbusch, & Fischer, 1988), a
book that brought together policy making experisneath inflation stabilization in emerging
countries. The book index provides a summary viéthe relevant issues at the time: a piece onlisrae
dealt with the modeling of the interaction of monesges, prices; a chapter on Brazil addressed the
effect of wage indexation and wage freezes; anatheron Bolivia discussed the stabilizing role of
the exchange rate in an economy with dollar priceagpaper on Mexico asked whether an income
policy-based program could control the ever indrepiflation in the country. Overall, the contents
were an accurate reflection of the dominant roé/@dl by inflation concerns in the late 1980s.

The academic literature mirrored these concernsgesasng the merits of exchange rate-based
stabilizations (ERBS) coupled with income policieslative to the more traditional money-based
stabilizations. Kiguel and Liviatan (1991, 1992pavegh (1992) documented that ERBS appeared to
lead to an initial and temporary consumption bodmat ttended to end in a contraction, whereas
money-based stabilizations often induced an inreaglession followed by a boom. Calvo and Vegh
(1993, 1994) provided a formalization: in their rebch one-shot credible stabilization tended toehav
the same result regardless of the anchor of chbigetransitory or not perfectly credible exchange
ERBS lowered interest rates in the short run, figek consumption and output boom (and a trade
deficit) in the short run that were reversed orngegrogram collapsed. On the other hand, noncredibl
money-based stabilizations were expected to inert#es demand for money jacking up interest rates
in the short run, appreciating the exchange ratecamising a recession in the short tét@alvo and
Vegh's framework provided a fairly strong rationdler ERBS from the perspective of myopic
politicians eager to obtain significant short-rifeets.

4.2. Financial integration and financial crises in the 1990s

As inflation concerns subsided and financial indé¢ign increased in the second half of the 199Gs, th
exchange rate policy debate in developing econorsigied the focus to the interplay of two
contrasting features of financial development. tFitee fact that financial globalization led to a
growing ineffectiveness of monetary policy or, merecisely, that capital controls were found to be

*1 De Gregorio, Guidotti, and Vegh (1998) suggest tiha boom in ERBS comes from the effect of theriest
rate collapse on the purchase of durable goods.
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decreasingly effective as economies became mofesdmated. As in the early years of the twentieth
century, growing financial integration and sopltiation in the developed world strengthened the
restrictions imposed by thmpossible trinity—previously circumvented due to the absencdeofacto
financial integration (Obstfeld & Taylor, 2004; Rp<006)—all of which made floating regimes more
attractive>?

Second, the role of (domestic and external) FD, elgnthe foreign currency denomination of
residents’ assets and liabilities that, to the mixtlat it introduced currency exposures that thibe
risk associated with exchange rate jumps, madegukgegimes look more attractive. Indeed, it was
the risk of balance sheet losses to financialljadizled governments and firms in the event of a
devaluation—stressed in third generation modelsuofency crises popularized in the context of the
Asian crisis—that led to the definition t#ar of floating(Calvo & Reinhart, 2002), namely, recurrent
de factoexchange rate intervention in officially floatimggimes. In turn, to the extent that FD
detracted from the benefits of flexible regimescteange rate flexibility could become a source of
volatility, and hard pegs could be viewed as aarable optiorn?

The combination of these two factors led natur&dlyone of the dominant proposals in the late
1990s, the “bipolar” view (Fischer, 2000) that rbtbat pure flexible exchange rates or superfixed
regimes (the so-called “hard” pegs, such as cuyréoards or unilateral dollarization) were the only
viable alternative for financially integrated demging economies, at the expense of conventional
pegs, inherently vulnerable due to monetary polingonsistencies and self-fulfilling speculative
attacks. Combined with the fear of floating vieWistapproach derived naturally into what could be
called a “unipolar view” (Calvo 1999, 2000) accaoglito which hard pegs were the only sensible
option for financially dollarized economies: if dduations in dollarized economies were
contractionary due to balance sheet effects, exgshaate flexibility would only amplify the cycle,
rather than smooth it out as predicated by thedsi@htheory” Thus, exchange rate anchors in the

2 The impossible trinity refers to the inabilitygastain simultaneously three policy objectivesiraiependent
monetary policy, open capital markets, and fixechaxge rates: If monetary policy and open capitakets
are priorities, exchange rates need to float. ¢thaxige rate and capital markets are priorities tti@sncannot
have an independent monetary policy. If monetaticp@and exchange rates are priorities capital msrk
need to be shut down.

3 See, for example, Barro, (1999), Hausmann, G&angs, and Stein (1999), Haussmann, Pianzza, aimj St
(2001), Ghosh et a{1997), and Dornbusch (2001).

** See Frankel (2005) on balance sheet effects amdactionary devaluations.
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globalized world evolved from a signal to align egfations into legal constraints on the behavior of
the Central Bank: ultimately, in the quest for d¢bddy, the tyranny of the anchor eliminated the
active pursuit of monetary policy altogether.

But while the debate suggested this one-way streetiorsed by multilateral organizations in the
mid-1990s hand in hand with the successful examptle currency board in Argentina, policy was
heading in the opposite direction. Paradoxicallythe turn of the century the failure of Argentina’
currency board to ensure fiscal and monetary diseigasted doubt on the premises underscoring the
unipolar view. The market discipline that would ioge a hard budget constraint on the government in
the absence of monetary financing did not mateealiurthermore, procyclical capital markets lemt t
levels that proved unsustainable, and pulled offiad times triggering a debt defatitOn the other
hand, the fact that, at the time of the currency the contraction of the monetary base causedidy t
unsterilized sale of reserves was neutralized lgy ilsuance of fiat money by the national and
subnational governments showed that not even mondiscipline was guaranteed by the currency
board agreement. At any rate, for many observieeshard pole of the bipolar view was restricted, at
best, to the yet untested unilateral dollarizatmmore extreme and less appealing chfice.

Also, by the end of the decade the success in ihgildentral bank autonomy and monetary
credibility, together with the resulting decline imflation and exchange rate pass-through, lechéo t
growing popularity of the float pole of the bipolarew as the background for different inflation
targeting arrangements that prioritized the inflatrate, rather than the exchange rate, as the key
nominal anchor, an option that recovered the pdoggilbof exercising monetary policy. Not
surprisingly, among emerging countries, this tretatted in economies with relatively low levels of
FD (Chile, New Zealand, South Africa, Brazil), guatly extending to other countripari passuwith
a reduction in their degree of dollarization. Uléitaly, as mentioned above, the debate in the new
millennium appears to have converged to an invertegolar view, where flexible regimes are seen as

the only sensible (and durable) choice as econogni@s financially integrated and sophisticatéd.

%It is possible that the shift from bank to (typigatomistic) bond financing as a result of theation of the
emerging market bond class with the Brady plan eeeg this uncoordinated procyclical behavior digpda
by international capital markets vis-a-vis devehgpéconomies.

% For a discussion of the 2001 Argentine crisisiglthese lines, see De la Torre e{2002) and Hausmann
and Velasco (2002). See Levy Yeyati and Sturzend@@®6a, 2006b) for a review of the dollarization
debate.

" See Levy Yeyati (2005) and references therein.

38



4.3. Float cum inflation targeting (FIT)

The declining degree of FD, combined with the inwaid quality of monetary institutions, explain the
evolution of MERP in recent years. The recent clkanig debt composition and policy quality in
developing countries have led developing economaiesse the inflation rate rather than the exchange
rate as the main policy target, allowing greatexifility for the latter. This has led some obsesvi®
salute FIT as a new, possibly more resilient MERRagigm (Rose, 2006).

FIT is in practice a broad category that includdarge array of alternative varieties, going from
soft numerical inflation target (in the form of ade inflation band) to a more sophisticated system
that includes, additionally: (i) a legal commitmeatprice stability as the primary goal of monetary
policy, (ii) a dissemination strategy that allowgeats to replicate and anticipate the policy deaisi
context (if not the actual policy decision); (id)rect accountability of the central bank managemen
for attaining the targetS. From an operational point of view, an inflatiomgeting regime typically
implies identifying an intervention variable, udyah reference interest rate for funds offered Hy t
central bank. This rate is defined and discussaggunlar meetings, the proceeds of which are made
available to the public, sometimes with a lag.

Historically, middle income developing countriesopting IT gradually proceeded from the soft
version that in the early years usually coexisth \&idirty exchange rate regime (see Schmidt-Hebbel
& Tapia, 2002 for Chile; Armas & Grippa, 2006 feer; Fraga, Goldfajn, & Minella, 2003 for Brazil,
and Mishkin, 2006) to the more canonical versionady rate, the interpretation of existing empirica
studies trying to assess the real implicationsTagHould be qualified by the fact that they arelykto
cover different IT varieties for each individualucdry. Moreover, the introduction of IT in develapi
countries often coincided with the transition fronoderate two-digit to low one-digit inflation—and
countries that choose IT exhibited higher initiaflation—so that a sacrifice ratio that captures th
transition may overstate the net benefits of ITeoimflation is brought under control.

4.3.1. The FIT paradigm and the real economy

%8 Truman (2003) provides a comprehensive and gedis@ussion of IT. Price stability need not be ahéy
mandate; IT may assign a role for output stabfhity., the Reserve Bank of Australia). The santeiesfor
financial stability in financially dollarized ecomies like Per( or Uruguay, although in those céses
application to the IT club is still under considéra.
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The literature on the consequences of FIT on theEeeonomy in the developing world suffers from
two important shortcomings. The first one, as npiedemantic: FIT adopts a number of varieties tha
are not always strictly comparable. This caveatase generally related with a definition probleratth
plague inflation targeting as a distinct policy: bl inflation targeting one means an explicit
commitment with low and stable inflation, then moshtral banks in mature economies (and most in
high-middle income ones) are in fact inflation &egs. Thus, the empirical characterization of
inflation targeting, in practice, hinges on the totber pillars mentioned above, namely, dissenomati
and accountability, and the boundaries of what &itoriss IT and what does not are rather fuSsy.

The second drawback faced by the empirical liteeatswes to the fact that IT in developing
countries has been adopted: (i) very recently €aild Israel lead the way in the mid-1990s, althoug
they implemented a fully fledged IT framework omBcently); (ii) in times of moderate (two-digit)
inflation. In other words, whereas there is soma&awe about the ability of IT to bring down
inflation at a reasonable sacrifice ratio (in temfslower and possibly more volatile growfimuch
less can be said about its relative advantagedeieeloping economies once inflation declines or new
global shocks develop. Bearing this in mind, a nendd recent empirical studies take stock of the IT
experience in the developing world.

These studies (which often include both indusizedi and developing economies) have yielded
mixed results. On the one hand, there appears tnobeonclusive evidence on its effect on the
sacrifice ratio: inflation targeters enjoy saceficatios and output volatility that is lower thagfdre
the adoption of IT, but comparable to those obskivenoninflation targeting industrial countries
(Cecchetti & Ehrmann, 1999; Corbo & Schmidt-HebB@ip1)**

On the other hand, there is no convincing evidethes they perform better than comparable
nontargeters in other respects. While IT advocateat out that the adoption of IT in developing
countries help bring down inflation (Corbo & Schrkdebbel, 2001) and align inflation expectations
reducing pass-through coefficients (Corbo, Landehes & Schmidt-Hebbel 2001), they also stress

*¥ The European Central Bank (ECB), for example,chaamerical inflation target, but is not consideaed
inflation targeter due to a general lack of tramspay in the communication of the policy-making qess
(Svensson, 2000).

% The standard measure of the sacrifice ratio coespilie output loss associated with a unit percerthgnge
in inflation.

® Interestingly, Cecchetti and Ehrmann (1999) fimdilar results for noninflation targeting Europdanion
(EV) countries as they focus on inflation in tha wp to the monetary union.
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that developing countries have performed relativgbrse than industrial targeters: deviations from
targets are larger and more frequent (Fraga e2@0D3). Even for industrial economies the juryti s
out on the IT advantage, either in terms of outmlatility, interest rates, or even inflation levaahd
variability (Ball & Sheridan, 2003). Indeed, it &grs that inflation targeting countries tend toeéhav
high initial inflation (which, not surprisingly, areases the propensity to adopt IT, Mishkin & Sahmi
Hebbel, 2001) and, correspondingly, large shortdaoreases. In short, IT has been instrumental in
bringing inflation rates to one-digit levels, butce there, its benefits are more difficult to idignt
(Box 5).

Box 5. Inflation Targeting and Demand and Supply Shocks

Consider a minimal world with demand and supplyc&so Assume output is determined by a stylized
version of an IS curve:

y=d+s+gm
wherey stands for output] for demand shocks,for supply shocks anah is a monetary variable that
affects output through the coefficiefitinflation depends on the same three variables:
m=m-ws+nd
Notice that while inflation is a monetary phenomeniv increases with demand shocks and declines
with supply shocks. Consider now a pure inflatiargeting Central Bank. Such a Central Bank will
choose monetary policy to minimize the volatilityioflation from its target. Thusn will be chosen
by
m=7 +ws-7nd
where 77 is the target inflation rate. Replacing the salntifor monetary policy into the output
equation gives

y =B +d(1-Bn)+ 1+ fw).

which results in

02=0 and o;=0; (tpn f+ol @ Lwy (1)

The key point of the model is to show that in thespnce of supply shocks. Notice that the coefficie
on the volatility of supply shocke? in Eq. (1), 1+ Sw)?, is greater than 1, indicating that inflation
targeting tends to increase the volatility of odtpather than reduce it. The reason is that supply
shocks increase the inflation during downturnsgifay a procyclical contraction and vice versa. Thus
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the inflation targeting paradigm will have a hardene when the supply shocks are common,
explaining why some inflation targeters have abaedoan orthodox application of the paradigm
during the 2008 financial crisis.

FIT has had its most severe test to date durin?@@-2008 inflation rollercoaster. Supply shocks
unrelated to domestic demand are usually trans@ody for this reason, partially dismissed under th
IT framework by targeting an adjusted (core) piraex less sensitive to supply swings. In develgpin
economies, the lack of institutional credibilitydleentral banks to favor the more sensitive headlin
CPlIs over opaque core measures more prone to beiye as biased indicators of genuine inflation.
The sharp increase in international food and engrgges through mid-2008, represented an
unexpectedly large and long supply shock that altaty reflected in the above-target inflation and,
more importantly, inflation expectations deanchdred the inflation target, forcing central bankg o
of their benign neglect and into tightening mode-some cases, even in a context of a cooling
economy. Merely 3 months later, the deepening effittancial crisis after the bankruptcy of Lehman
Brothers on September 15, and the ensuing collapseommodity prices and downbeat growth
outlook, again led central banks to switch backntmetary easing, even before inflation came within
the target band, in many cases intervening heawilgontain the currency. At the time writing this
chapter, the outcome of the global crisis is umertand it would be premature to draw conclusions
about the fate of FIT. We can only speculate that tecent episode, coupled with the lack of
convincing evidence on the superiority of FIT fowl inflation countries, may ultimately lead to a
reassessment of FIT in the developing world, itsl@mentation (e.g., the inflation measure to tgrget
and the weight it should give to growth consideradi another twist in the history of MERP that we
leave for a future survey to document.

4.4. The comeback of exchange rate regimes: Leaning against the
appreciation wind

Unlike in the 1990s, where financially dollarizedoaomies resisted depreciation because of the
presence of currency mismatches and widespreadrdoltlexation, in recent years central bank

intervention have been mostly leaning against therexiation wind, a behavior that not only has

distinct motivations and (presumably) economic egoences but also is in stark contrast with the FIT
paradigm predicated by many developing economies.
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In recent years while about 25 middle-income tigpiag countries officially subscribed to FIT,
many countries (China, Malaysia, Thailand, Colomlaiad Argentina, to name a few) were still
pursuing active exchange rate policies, and thfeleeon (Argentina in 2005, Thailand, and Colombia
in 2006) introduced controls on capital inflowsctmuntervail the appreciation of their currencies.

This comeback of exchange rate policies (which $onplicity could be labeled “fear of
appreciation”) has been attributed to two main wesi a prudential motive linked with mean-
reverting exchange rate swings and the propersigyffer dollar liquidity runs in the downturn, aad
revival of mercantilist policies aimed at maintaigian undervalued currency as a means to protect th
domestic industry from international competitorse Wkamine both motives in turn.

4.4.1. The prudential motive

The first interpretation of the current surge itemational reserves in developing economies shown
Figure 8, had to do with prudential consideratiapgcifically, the fear of a shortage of liquiddign
assets of the type that caused the many emergimigetrniznancial crises in the second half of the
1990s. In this view, the less than perfectly fléxibxchange rates that characterized many devegopin
economies in the early 2000s were simply the reslithe rapid accumulation of precautionary
reserves in the aftermath of a crisis at home @hénneighborhood—a hypothesis partially supported
by the data (Aizenmann & Lee, 2005; Aizenmann & igtay 2004 )%

Indeed, a similar motive could be conceived for arenexplicit exchange rate objective. For
example, a policy of leaning against the appremmatvind during expansions may be seen as the
countercyclical prudential response to procycl{ead largely exogenous) swings in capital flows and
real exchange rates. Limiting the transitory (andsibly excessive) appreciation of the local cuayen
through the accumulation of foreign reserves is ttontext would be a natural defensive strategy to
limit the country’s external vulnerability and mmnize the real exchange rate adjustment and the
associated balance sheet effects during the reeqsisasé’

62 Caballero and Cowan (2006) argue that while thezearguments for the government to purchase insera
the latter should be done not through reserve aaation but rather through the use of derivativekats.
Summers (2006) considers that reserves are ldrgarjustifiable from a prudential motive—and should
therefore, be managed as long-term savings. RE20i6b) also argues reserves are too large for a
prudential motive.

% See Levy Yeyati (2005) and Caballero and Loren{2d06).
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But there are clear indications that this, if &ralevant, is only part of the story. On the o@dh
many of these economies are not financially da&tior have seen their external debt to GDP ratio
fall dramatically in recent years, at the time reseaccumulation was at its peak. If prudential
concerns were at the root of the initial surgentenvention, it is difficult to attribute the stiingoing
process to liquidity risk.

Prudential issues and currency mismatches certplalyed an indirect role in the “mercantilist”
view of intervention: a declining degree of FD sadd the balance sheet concerns behind the fear of
floating, recovering the expansionary benefits epréciations. Indeed, the main hypothesis of the
mercantilist view (namely, the progrowth conseqesnaf an undervalued currency) depends critically
on the absence of the currency mismatches usualiiydf in financially dollarized economies. The
revival of the mercantilist view in the later yeassnot independent of the decline in FD in the
developing world.

4.4.2. The mercantilist motive

Perhaps the most intriguing new development inMHERP debate comes from an old unresolved
guestion: Does a temporarily high real exchange haive a persistent positive effect on economic
activity? If so, does this effect come from an @ase in external demand, a decline in the demand fo
imports (with a concomitant increase in the demanadlomestic products), or is it related to income
distribution and the dilution of producer costs?

A number of recent papers examine the issue andiderasupportive (albeit contradictory)
evidence. While they tend to agree with the faett timercantilist interventions and undervalued
currencies are associated with faster growth, #ieyfar less clear about the specific channelaael
Some arguments are in line with traditional exped:-dynamics (Prasad et al., 2006). Rajan and
Subramanian (2005), for example, analyze the impadébreign aid and show an adverse effect on
sectors with a higher exported share, which thésibate to the effect of the real appreciation
associated with the inflow of funds. Inverting tidstch disease argument, a real depreciation would
foster the growth of export-oriented firflsSome offer an alternative argument: in a reversiobiaz
Alejandro’s (1965) contractionary devaluation stdrgvy Yeyati and Sturzenegger (2007) argue that

® However, due to the way in which they measureosegbwth, the effect may capture the higher piésel
perceived by the exporter as a result of the detialo, rather than actual growth.
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because devaluations reduce labor costs in termpeodiicer prices, rather than fuelling capitalttig
they increase firm profitability and real investrh&h

Many of these studies suffer from a potential ertegy problem, to the extent that intervention
(and, depending on how it is measured, undervainptnay also be the result of good economic
conditions (including faster growth). At any ragven if the direction of causality implied by these
findings were true, there would remain the questout the effectiveness of the policy; more
precisely, its cost and the persistence of itsgresifect. How long and at what cost can this pigac
exchange rate policy coexist with an autonomousataog policy aimed at price stability?

One important distinction needs to be made whenpabing the cost of intervention: whether or
not the government holds debt in the foreign cuyeif it does, the marginal cost of carrying ressr
is proportional to the marginal cost of the delatt implicitly funds them (alternatively, that coube
cancelled with the reserves), net of the returrtainbd on reserves—which typically amounts to the
sovereign spread over the risk-free f8tdf it does not, the purchase of reserves to défer
appreciation of the local currency can be fundeskmisally in two ways: by issuing money, or by
issuing local currency-denominated d&btThe first option introduces inflation pressurebe t
appreciation materializes—albeit over a longer tintlerough a change in domestic prices rather than
in the nominal exchange rate. The second optiors plag local currency interest rate (the central
bank’s quasi fiscal cost) or, belatedly, incurauadibn losses as the currency gradually appreciates

Sterilization costs, however, are less straightfwdvthan they sound in theory. Sterilized
purchases of foreign exchange are seldom accontphyibigher interest rates—because appreciation
expectations tend to depress borrowing costs inldlcal currency. Instead, to the extent that
intervention simply delays the transition to an ragmted exchange rate (hence, the appreciation
expectations), it should ultimately lead to a losshe form of changes in the local currency vablie
international reserves, as the exchange rate apmedoward the new equilibrium. It follows that,

% Levy Yeyati and Sturzenegger (2007) show thatefsgiations work not so much through the trade channe
but through an increase in savings and investnssttcéated with the regressive income distributitbects
of devaluations. See also Aghion et(@006) for a model along these lines.

% To the extent that, for a given net debt stoderger stock of liquid foreign currency assets rtiglyten the
sovereign spread, the resulting gain in rollovesteshould be net out from the spread in compukiag
marginal cost of reserves (Levy Yeyati, 2006). &ternative takes on the cost of precautionaryrvese see
also Rodrik (2005) and Jeanne and Ranciere (2006).

®7 Since intervention is geared to offset the denfanthe local currency, the issuance dollar debtldmot do
the trick in this case.
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under the interest rate parity condition, the défece between the local currency interest ratetiaed
expected appreciation rate should equal the doitarest rate, so if expectations are unbiased, the
difference in the cost should ultimately be, onrage, similar to the case in which reserves are
directly funded by dollar debt, except that the tnbank bears the currency risk. Mercantilist
reserves accumulation would be costly if appremmgpressures signal permanent changes in the
country or the external environment.

Conversely, if appreciation pressures turned oliiet@ transitory phenomenon due, for example,
to cyclical inflows or a transitory run on the amcy, the reversion of the exchange rate to itseear
more depreciated level may eliminate valuationdesand much of the intervention cost. The fact that
equilibrium exchange rates are in practice sodliffito assess—and, as a result, often assumesl to b
random walks—makes the evaluation of long-termrimetion costs rather difficult to pin dovex
ante

How was reserve accumulation financed in practiedi?st answer to this question is shown in
Figure 9. There, we picked fast-growing emergingneecnies that have been accumulating reserves in
the period 2003-July 2008 (prior to the reversathef appreciation phase), and compared the local
currency equivalent of dollar purchases (adjustorgvaluation changes using the monthly average
exchange rate and assuming an average return ervessequal to the 1l-year Libor), with the
contemporaneous expansion of the monetary basea\de seen, the landscape is not homogenous:
the share money creation (in turn, seignorage iafhation tax) to reserves purchases ranges from ove
100% in Philippines and Indonesia to less than #0%ingapore, Korea and Brazil).

Advocates of reserve accumulation had their belegedgnition in the midst of the financial crisis
of 2007-2008, when the stock of reserves enabledndially integrated emerging economies to
control the pace of the exchange rate adjustmeadleteto offset the rapid unwinding of foreign
investment positions and the terms of trade shociggéred by the global recession that in the 1990s
may have caused a stream of balance of paymepschAs a result, the prudential motive—or, more
precisely, the policy of smoothing out the cycligattern of exchange rates—Ilooks, a fortiori, a
plausible justification for reserve accumulatiomeTtwo motives are not at odds with each other: An
eventual reversal of fortunes may have also beémeiminds (and often in the words) of many policy
makers in nonindustrial countries that targetediagiervalued currency as a development tool in the
good years.
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5. WHERE DO WE STAND?

A number of lessons can be drawn from the prevaissussion. The first thing to note is that the
MERP debate is far from closed. This is a natuoaisequence of the fact that the pros and cons of
alternative MERP (and actual policy choices) evdie¢gh with country characteristics and the global
context. Exchange rate anchors that were populdhendeveloping world in the context of high,
inertial inflation and partial dollar indexationost their edge when central banks won the inflation
battle and pass-through coefficients declined—adderntally, at a time when financial integration
rendered pegged regimes more vulnerable to séiéted crises or self-fulfilling attacks. On thehet
hand, the recent process of external deleveragmigdedollarization in the developing world, by
reducing currency imbalances, increased the sampeé flexible exchange rates as shock absorbers
and, by eliminating the need to defend a paritytimes of distress, enhanced the scope for
countercyclical monetary policy.

The fact that most medium and large developing ecoes (and virtually all industrial ones)
reveal a preference for exchange rate flexibilitgl amonexchange rate anchors simply reflects this
evolution. However, pegs still represent more thati of the IMF reporting countries—particularly,
small ones—indicating that exchange rate anch@stil favored by small open economies that give
priority to the trade dividend of stable exchangies and find the conduct of an autonomous monetary
policy too costly, due to lack of human capitahlec or an important nontradable seéfor.

It would be misleading to draw the debate to aw®$ere. Do we need another paradigm? Our
reading of the literature advises against it, &sgihlights the importance of country charactersand
the correspondence between some schemes and thicspentexts for which they that have been
instrumental. Indeed, the two apparent contendergqggms of the new millennium look set for a
reassessment after the current global crisis is ove

The neo-mercantilist's attempt to mitigate the appmtion of local currencies trend is not
qualitatively different from the fixed exchange ip@s adopted in the wave of capital flows to
emerging economies in the early 1990s. Does it titates today a distinct MERP, one with the
objective of apersistentlyundervalued local currency as a substitute to speific tariff barriers?

Or is it simply the countercyclical smoothing ofjhifrequency exchange rate variability—in turn,
fueled by procyclical cross-border flows—that imancially integrated economies may lead to

% pegs account for more than 50% of classified a@s)tboth undede jureand all threele facto
classifications described in Section 1.
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unwarranted swings in the real exchange rate?dis¢lcond case, one could invert the question to ask
whether small open economies can “afford” full fekty in such a context. The ongoing unwinding
of cross-border positions and sharp exchange mteations—which elicited heavy central bank
intervention in the opposite direction—suggests, tvaatever the true objective was at the oridue, t
prudential motive for reserve accumulation may hlagen proven right by the global crisis. On the
other hand, the margin for mercantilist policies baen severely reduced by the decline in commodity
prices, so we would not be surprised that the palebate—and, as a result, the literature—turns to
this tension in the future.

Another natural candidate for renewed debate id~tfieparadigm, which appears to have failed
the test imposed by a succession of extreme pesitid negative real shocks for which it was only
partially prepared. Will the IT toolkit remain imtiaafter the dust of the current crisis settlesyidlrit
be augmented by a broader consideration to grosvih the US, or will it be dismissed altogether on
its less than stellar relative performance in laflation environments?

While it is still too early to judge IT or exchangate intervention policies, the present study
highlights a number of recent developments in emgrgnd developing economies that allowed a
decoupling of monetary policies and exchange rates pave the way for a greater use of both as
countercyclical instruments, and underlies the @vmh of a MERP debate that owes as much to
economic theory as it does to economic history.
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Figure 1 Exchange rate changes in fixers and floaters.
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Figure 2 Reserve changes in fixers and floaters.
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Figure 3IMF, RR, LYS exchange rate trends.
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Figure 4 Classification weighted by market size.
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Figure 5 Direction of intervention. Source: Levy Yeyati aBtlirzenegger (2007).
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(intermediates and pegs)
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Figure 6 De factomonetary regimes. Source: Sterne (1999).
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Figure 7 The big picture: direct and indirect links.
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Figure 8 Reserve accumulation in recent years.
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International reserves (% total external debt)
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Figure 9 How are reserves funded? (2003-2007).
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Table 1 Exchange rate regimes and monetary frameworks

Monetary policy framework

Exchange rate sulp’\gg;te d
regime (number Inflation targeting
of countries) Exchange rate anchor Monetary aggregate target framework or other Other
monetary
program
Another CFA franc zone Euro area
currency as ECCU
WAEMU CAEMC
legal tender
Ecuador
El Salvador Antigua and Cameroon
Kiribati Barbuda Benin Austria Ireland
Exchange - . Central .
Marshall Dominica Burkina Faso . Belgium Italy
arrangements ~ X African :
. Islands Grenada Cote d'Ivoire Finland Luxembourg
with no separate . ) - - Rep. Chad
legal tender Micronesia, St. Kitts and | Guinea- Congo France Netherlands
Fed. States of Nevis Bissau Mali Re ’ Germany Portugal
Palau St. Lucia Niger P Greece Spain
- Equatorial
Panama St. Vincent Senegal -
. Guinea
San Marino, and the Togo Gabon
Timor-Leste, Grenadines
Dem. Rep. of
Bosnia and Herzegovina . .
- Djibouti
Currency board Brunei Darussalam Estonia
arrangements Bulgaria Lithuania
Hong Kong SAR
Against a single currency
Aru_b a Cape Verde Pakistan
Ethiopia .
Lesotho Turkmenistan
Bahamas, The -
Guvana China Qatar
yan . Macedonia, FYR Ukraine
Bahrain, Kingdom
of Comoros Oman
foncuras e er® | cnne
Other Barbados Malta Rwanda Guyana Pakistan
conventional Iraq : Sierra Leone
’ Belarus? Eritrea Venezuela, Rep.| g iname
fixed peg Jordan Mauritania Saudi Arabia
arrangements ; Namibia Vietnam
Belize -
- Swaziland Seychelles
Kuwait .
Nepal Zimbabwe
Bhutan - .
Latvia Syrian Arab Rep. Sierra Leone
Bolivia Netherlands Antilles Solomon Islands
Trinidad and Tobago ~ Suriname
Lebanon
Against a composite
Fii Samoa
Libyan Arab Jamahiriya
Vanuatu
Morocco
Within a cooperative Hungary
peggeq e_xchange arrangement Other band arrangements Slovak Rep.
rates within c Slovak R H
horizontal bands YPrus ovak Rep. ungary
Denmark Slovenia Tonga
Azerbaijan iran. I.R. of
Crawling pegs Botswana S Iran, I.R. of
. Nicaragua
Costa Rica
Argentina Haiti7 Algena_ Pafaguay
. A Malaysia Guinea
Mauritius Tajikistan . . X
. Colombia Afghanistan, | Angola Russian
. Bangladesh ~ Jamaica .
Managed floating . Czech Rep. L.R. Myanmar Federation
N Moldova Tunisia . ) X
with no . Guatemala Armenia Burundi India
. Cambodia Lao P.D.R. . - .
predetermined - Peru Georgia Nigeria S. Tomé and
Mongolia Uruguay . . .
path for the - Romania Kenya Croatia Principe
Gambia, The Madagascar ) L
exchange rate : Serbia Kyrgyz Rep. | Papua N. Liberia
Sri Lanka Yemen, R. - - - )
. Rep. of Thailand Mozambique | Guinea Singapore
Ghana Malawi o
Sudan Zambia Dominican Kazakhstan
Rep. Uzbekistan
Australia Norwa:
Brazil rway
Philippines
Canada Poland
Albania Chile Japan
South .
Independently Congo, Dem. Rep. of Iceland - . Somalia
h . Africa Tanzania )
floating Indonesia Israel Switzerland
Sweden X
Uganda Korea United States
. Turkey
Mexico }
United
New Kingdom
Zealand g
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Table 2De factoexchange rate regime classifications (in chroriokdgrder)

Number Number of regime
Study Period | Frequency of 9 Approach
) types
countries
Continuous classification based on z score, whithé square root
Ghosh et al. L
of the square of both the mean and volatility afteenge-rate
(1997), updated by| 1970- ) . . . L ;
Annual 150 3 coarse, 6 fine changes. Converted this measure into discreteifitasion using
Ghosh, Gulde, 1999 . o - : -
Wolf (2002) the relative-frequency distribution d& jureregimes. Retained
those regimes for which thie jureandde factomethods coincided
Levy Yeyati and
Sturzenegger
(2001), extended
backvx_/ards in Levy Cluster analysis based on the behavior of excheatgeand
Yeyati and 1974- : .
Annual 179 3 coarse reserves. Observations with very low exchangeamatereserve
Sturzenegger 2004 volatility excluded as inconclusive
(2005), updated in
Levy Yeyati and
Sturzenegger
(2007)
1990- Annual De jure-based, revised according to the assessment ofiddk
IMF revised and 190 3 coarse, 15 fine ! - ' g
2003 monthly economists, based on an analysis of exchangefndteeaerves
3 coarse, 5 fine
(pegged, Used 2-step procedure: (1) regime classified aggetgde jure
Bailliu, Lafrance, 1973- Five-year mterm_edlate with peg or if exchange-rgtg volatl_llty less thgp.4&petage pointin a
60 and without given year, (2) remaining regimes classified onlthsis of
and Perrault (2003) 98 average ) . :
anchor, floating exchange rate volatility relative to average ofroygroups.
with and without Distinguished between regimes with and without angh
anchor)
Annual Use the dual/parallel rate where it diverged froarket rate. High
Reinhart and 1946- and 153 5 coarse. 15 fine inflations and crises grouped in the freely fallcegegory (12-
Rogoff (2004) 2001 ' month rate of inflation above 40% or 6-months pasit period
monthly . -
accompanied by a move from fix to float)
1973- Annual 2 coarse (pegs Used prespecified bands to determine if a reginpedged or
Shambaugh (2004) and 155 pegs, presp gimedy
2000 monthly nonpegs) nonpegged. Tested only for degree of monetary antgn
Modeledde jureregimes as outcomes of a multinomial logit choi
problem conditional on measures of volatility of élcountry’s
Dubas, Lee, and 1971- Annual 172 3 coarse 6 fine ggﬁztrl]\::e e:sg?gﬁ{:?r::agii)ngll?ir::vi);crrnn?:f;g’fmdn; f‘::t: "o
Mark (2005) 2002 Y, :

coding was obtained by assigning country-year ofasgiens to the
regime with the highest predictive probability ab&ad from the
multinomial logit

71

[¢]



Table 3 Some results on the effects of exchange rate e=gy(im chronological order)

Study Estimation method Sar_nple Key results
period
Ghosh et al. (1997) .OLS panel data,_ two-stage 1960-1990 | GDP growth was not affected g {ureor de factd regimes
instrumental variables
Levy Yeyati and Sturzenegger two-stage instrumental No significant links for developed economies. Feveloping
. 1974-1999 . ) -

(2001) variables economies, pegs associated with slower growth.
Pegged regimes grow by about one-half percentaige faster than

Bailliu et al. (2003) GMM panel data 1973_1998ﬂ°at_s and gbout one percentage point faster titennnediate regimes.
Regimes with anchors and pegged regimes grew féwstaregimes
(floats and intermediates) without anchors
For aggregate of all economies, growth for interiasedregimes and
pegged regimes was about 1 percentage point arpefc8ntage point,
respectively, lower than under floating. Contrdlifor endogeneity,

. ) . growth under pegs was about 2 ¥ percentage paidw/bloating,

Levy Yeyati and Sturzenegge tWO. stage instrumental 1974-2000 | while for intermediate regimes there was littlfeti€énce from floating.

(2003) variables o ) . . )
Application of separate regressions to industral developing
countries showed little impact of regime for forngeoup, while for
developing countries less-flexible regimes wereeisted with slower
growth

o et s
Ghosh et al. (2003) effects, two-stage 1970-1990 9 =P 9

instrumental variables

pegs. Attributed this result to the fact that theeiding tends to drop
floats with stable exchange rates

Rogoff et al. (2005)

OLS panel data, fixed effe

£14970-1999

For developing economies, real growth appears¢breewith
increased flexibility; for emerging markets, nodaiice of a link
between regimes and growth is found. For advancedanies,
growth rose with increased flexibility

Dubas et al. (2005)

Random effects

1971-20,

For all countries, pegged regimes grew a bit mloae bne percentage
point relative to floats. The difference betweearafs and intermediate
Oéegimes was not statistically significant. For isttial countries,
regime dummies were not significant. For nonindakized economies
pegs grew 1.3 percentage points more that floatshlere was no
statistically significant difference between floatsd intermediates

De Grauwe and Schnabl (200

b)

For inflation: GMM panel
data for growth: GLS

1994-2004

Forde jureregimes, no clear association with growth. Usledacto
coding, pegged rates were associated with higloevtgr

Aghion et al. (2006)

GMM panel data

1970-199

Pegs are associated with slower growth for nonfarely developed

9 .
countries
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Table 4 The choice of exchange rate regimes

Choice of real exchange rate

Exchange rate

Papers Number of countries| Methodology I Ideas tested Variables included Results
classification
Exchange rate misalignment
- Large and open economies, high
Collins (1996) 26 (1978-1992) Latin Probit IME Political cost of debt Past growth, inflation, size, inflation and larger current account
America (LAC) openness, IMF program deficit induce floating. Trend in favor
Difficult to manage a flex of float
Disciplinary effect of anchor
Political instability variables,
coefficient of_vgnann of_egport Unstable countries, external volatilit
growth, coefficient of variation of inflation, high income countries and
Edwards (1996) 63 (1980-1992) Probit IMF Credibilis. flexibility real exchange rate (1970-1982), g -
X : Jess reserve accumulation induce
interacted with openness, per capi L tin
GDP, inflation bias, past growth 9
and reserves
Bayoumi and 21 (1963-1992) Instrumental Volatility of . Variability of output, openness .
N - . X exchange rate and | Optimal Currency Area (OCA)| _. . ! ' | Variables support theory
Eichengreen (1998) Industrial countries | variable o2 N size, dissimilarity of exports
volatility intervention
. . Size, development level, OCA is confirmed except for
All developing Probit ) P L . .
. N K . . . OCA diversification of trade, openness| openness, which is associated with
Rizzo (1998) countries w/data binomial/multinomi | IMF : . . . - . X
Fiscal pressure and inflation | debts, current account, deficit, floating. While other variables appea|
(1977-1995) al S L e i
reserves, inflation unstable, inflation is related to floatin
Macro variables . o
. - - Inflation is not significant, but
Inflation, hyperinflation, opennesg, - . X .
reserves, terms of trade, volatility hyperinflation leads to fixed regimes
i i Institutional factors ' ' i
Frle_den, Ghezzi, and 26 (1960-1994) LAC | Ordered logit IMF capital controls, Central Bank Mo_n_a regerves_,_CB independence,
Stein (2000) X . political instability, less openness,
| f independence, sectorial and volatility of terms of trade and weak
nterest group factors political instability variables y )
governments lead to floating
Political factors
Size, development level, export Lar_g_e economies, capital mobility,
) e political instability, exports
diversification, openness, . e .
L . diversification, external vulnerability,
Political institutions vulnerability to external shocks, lower reserves. high ability to hedge
Poirson (2001) 93 (1990-1996) Ordered probit IMB &hT =0/, | Currency mismatches reserves, inflation, political g 4 9

all lead to floating. Both dollarization

Juhn and Mauro (2002)

All countries w/dta

Bivariate probit and
multinomial logit

IMF Levy Yeyati and|
Sturzenegger (2001)

OCcA instability varlables,_capnal and temptation to inflate are related
controls, concentration of trade, X
P - de jurefloats. Results ofe facto
dollarization, ability to hedge g
regimes are weaker
Openness size, concentration of
OCA trade, per capita GDP, volatility o

Capital openness
Macro variables
Historical institutional variable:

terms of trade, capital controls,
openness of the capital account,
dummy for emerging countries,
inflation, reserves, political

instability variables.

Small and closed economies with no|
inflation exhibit floats, and other
variables not robust.

r
9

Alesina and Wagner
(2006)

Ordered logit

Reinhart and Rogoff
(2004)

OCA
Dollarization
Institutional variables

Large and closed economies not
dollarized, with weak institutions are
more likely to float.

Von Hagen and Zhou
(2006)

(1980-1987)
developing countries

Dynamic random
effect multinomial

MF

OCA

Stabilization consideration
Currency crisis

Political institutional factors

Openness, size, geographical

concentration of trade,

development level, financial
development, inflation, real
exchange rate volatility, monetary

shocks, reserves, fiscal

Large and open economies with

neither financial development nor
volatility of real exchange rate are
more likely to float. Political variableg
are unclear

Levy Yeyati and
Sturzenegger (2007)

183 (1974-1999)

Pooled logit

IMF, LYS and RR

OCA

Financial view
Impossible trinity
Balance sheet effects
Credibility view

Size, openness, terms of trade
shocks, capital opennest jure/de
factofinancial development,
dollarization, political institutions,

inflation

OCA variables work. Impossible
trinity applies to developed countries|
but balance sheet issues appear
relevant for developing countries.
Political variables are relevant only fi
developing countries and suggest th
weak governments float

=4

at
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